A sensor fusion algorithm for an integrated angular position estimation with inertial measurement units
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Abstract—This work presents an orientation tracking system for 6D inertial measurements units. The system was modeled with MathWorks Simulink and experimentally tested with the Cube Demo board by SensorDynamics, used to simulate a 3D gyro and a 3D accelerometer. Quaternions were used to represent the angular position and an Extended Kalman filter was used for the sensor fusion algorithm. The goal was to obtain an integrated system that could be easily integrated within the logic of the new 6D sensor family produced by SensorDynamics. We propose a Kalman filter simplification for a fixed point arithmetic implementation to reduce the system complexity with negligible performance degradation.
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I. INTRODUCTION

MEMS sensors are widely used in many consumer and automotive applications, due to their low cost, small size and low power consumption. However, there are also some disadvantages: MEMS sensors suffer from higher errors than other expensive sensors. In particular, gyro drift is a problem in many applications that require a high precision. In an orientation tracking system the problem is that, with the simple integration of the gyro data to obtain the angular position, the drift error is always increasing, so that after some time the information of the angular position is meaningless.

To avoid this problem, some other kind of sensors must be used in addition to gyros, such as an accelerometer or a magnetic compass, so as to obtain an external reference for the angular positioning system. There are many papers that propose sensor fusion algorithms for this purpose.

Almost all the papers refer to quaternions to represent the angular position, because the use of quaternions instead of the Euler angles eliminates the problems related with the singularities and the gimbal lock. Different types of Kalman filters and state equations are used to describe the system.

In [1], an Extended Kalman filter is used with a three rate gyro and three accelerometers. The state equation is composed by the quaternion and also by the angular velocity and the gyro drift. The system has a good estimation of roll and pitch angles, and there is also a low correction on yaw angle.

For a better estimation of the yaw angle, a magnetic compass, in addition to the gyro and the accelerometers, is used in [2]. The process is described with the quaternion and the angular velocities, and a linear Kalman filter is developed. In particular, to avoid the use of an Extended Kalman filter, the read equation of the filter is not composed by the data of the MARG sensor (magnetic, angular rate and gravity), but it is composed by a quaternion, which is estimated applying the Gauss-Newton method to the sensor data. This simplifies the filter design, but implies a quite complicated algorithm to estimate the quaternion.

In [3] and [4] an adaptive filter is developed for a MARG sensor unit for automotive use. When the sensor is in high acceleration mode, the angular position is calculated mainly with the data of the gyro, updating the quaternion. The accelerometers are used to estimate the roll and pitch angles, and the magnetic compass to estimate the yaw angle. The angle estimation is more influential in the state correction when the system is in non-acceleration mode.

In [5] an Unscented Kalman filter is used instead of the traditional Extended Kalman filter, because the Unscented filter is deemed to be more accurate and less costly to implement. In [6] there is a comparison between the Extended Kalman filter and the Unscented Kalman filter: the resulting precision is found comparable, but the Unscented filter requires much more computation time.

It is noteworthy that all these works refer to discrete sensor systems, where the filter algorithm is processed on a microcontroller or a PC. This work proposes the design of a simplified Kalman filter and relevant fixed point architecture to be integrated on silicon together with the 6D Inertial Measurement Unit (IMU) sensor.

In the following, section II describes how the system is modeled and the filter tuning, section III describes the simplifications proposed for the Kalman filter algorithm, in section IV are presented some experimental test results and in section V is estimated the number of bits needed for the implementation of a finite precision arithmetic.

II. SYSTEM MODELLING

MathWorks Simulink was used to build a model of our system and to verify the correct operation of the filter. The state equation is composed by the quaternion only, because the addition of other variables does not increase the precision of the angular estimation significantly, but requires a lot more hardware requirements. The state equation is the following:
\[ \dot{q}^b_n = \frac{1}{2} \Omega^b_{nb} q^b_n. \]  

(1)

Where \( q^b_n \) is the quaternion representing the rotation of the body-frame, united to the IMU sensor, with respect to the inertial n-frame, and \( \Omega^b_{nb} \) is the rotational matrix, derived from the quaternions properties.

\[
\Omega^b_{nb} = \begin{bmatrix} 0 & -\omega_x & -\omega_y & -\omega_z \\ \omega_x & 0 & \omega_z & -\omega_y \\ -\omega_y & -\omega_z & 0 & \omega_x \\ \omega_z & \omega_y & -\omega_x & 0 \end{bmatrix}
\]

(2)

This matrix is formed by the angular velocities \( \omega_x, \omega_y \) and \( \omega_z \) measured by the gyro. Equation (1) is a time-continuous equation that can be easily transformed in the time-discrete equation to be used in our system, obtaining \( A_k \) that relates the state evolution of the system using only the gyro data. To ensure data integrity, the quaternion must be normalized to unit norm. A correction equation that uses the data from the accelerometers has to be introduced. From the estimated angular position it is possible to estimate the gravity vector \( \hat{g} \) using the direction cosine matrix \( R^n_b \), assuming constant the g-force acceleration \( |g| \):

\[
\hat{g} = R^n_b \begin{bmatrix} 0 \\ 0 \\ |g| \end{bmatrix} = |g| \begin{bmatrix} 2q_1q_3 - 2q_2q_2 \\ 2q_1q_1 + 2q_2q_3 \\ q_3^2 - q_2^2 - q_1^2 + q_5^2 \end{bmatrix}.
\]

(3)

This vector is compared with the measured gravity \( a \), which obviously suffers of high errors, because the accelerometers do not measure the gravity only, but also the external accelerations of the system. For this reason, the correction factor must be weighted with the Kalman gain \( K_k \), a coefficient that is calculated from the statistics of the noise covariance matrices of the system.

\[
K_k = P_k^{-1}H_k^T(H_kP_k^{-1}H_k^T + V_kR_kV_k^T)^{-1}.
\]

(4)

\( P_k^- \) and \( P_k^+ \) are the a priori and a posteriori error covariance matrices, \( R_k \) and \( Q_k \) are the error covariance matrices of the read and the state equation of the filter, assumed constant at each filter iteration, \( H_k \) and \( V_k \) are the Jacobian matrices of the partial derivatives with respect to the quaternion and to the noise of the nonlinear equation (3), which relates the quaternion to the estimated gravity.

Before calculating the gain \( K_k \), the a priori error covariance \( P_k^- \), a matrix that represents the error in the state estimation when only the state equation is used, needs to be calculated:

\[
P_k^- = A_kP_{k-1}A_k^T + Q_{k-1}.
\]

(5)

Finally, the a posteriori error covariance matrix \( P_k \) that is needed for the following step of the filter is obtained:

\[
P_k = (I - K_kH_k)P_k^-.
\]

(6)

In this work, considering that the system may be subject to high external acceleration, the covariance matrix of the measurement noise \( R \) has a quite high estimation:

\[
R = \begin{bmatrix} 2 & 0 \\ 0 & 2 \\ 0 & 0 \end{bmatrix}.
\]

(7)

After some tests, the following value was found as the best fit for the process noise covariance matrix \( Q \):

\[
Q = 10^{-6} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

(8)

and the following value was chosen to initialize the starting covariance matrix:

\[
P_0 = \begin{bmatrix} 0.5 & 0 & 0 \\ 0 & 0.5 & 0 \\ 0 & 0 & 0.5 \end{bmatrix}.
\]

(9)

In order to have a better angular estimation, \([8]\) uses a complementary filter on the gyro and accelerometers data. In this work, a dead zone on the gyro data is applied with a limit of 0.01 radians per second, while a low-pass filter on the accelerometer data will be evaluated in a future work.

III. ALGORITHM SIMPLIFICATIONS

There is no problem to run this kind of filter on a PC, but the goal is to obtain an integrated system, with minimal area complexity and power consumption. For each filter iteration about 600 multiplications, 400 additions, a square root and 13 divisions are required, so some algorithm simplifications, with negligible performance degradation, were devised.

First, the a priori error covariance \( P_k^- \) is approximated with the a posteriori error covariance \( P_k \). This is based on the assumption that the angular position estimation before the correction is approximately the same as after the angular position correction. This is always verified when the frequency of the filter iteration is greater w.r.t. the gyro drift.

Second, a pre-computed value of \( P_k \) is used. This is a tuning parameter of the filter that has been calculated offline, from an average of the values assumed by \( P_k \) in some runs of the filter. Then, the following value was calculated:

![Figure 1. Kalman filter algorithm.](image)
To allow a faster evaluation of the initial position, a higher value of $P_k$ is used in the first 50 iterations of the filter.

$$
P = \begin{bmatrix}
0.001 & 0.0002 & 0.0002 & 0.0002 \\
0.0002 & 0.001 & 0.0002 & 0.0002 \\
0.0002 & 0.0002 & 0.001 & 0.0002 \\
0.0002 & 0.0002 & 0.0002 & 0.001 \\
\end{bmatrix} \tag{10}
$$

A higher value of $P_k$ implies a higher value of $K_k$, so that the accelerometers are mainly used to calculate the initial position of the system.

Third, because the matrix $P_k$ is pre-computed, the determinant used to invert a matrix in the $K_k$ calculation was considered a constant, eliminating 9 division operations.

Fourth, it was verified that the normalization operation on the quaternion, that involves the calculus of a square root and 4 divisions, can be eliminated when the Kalman filter is working, because the norm of the quaternion is controlled by the filter itself.

Applying these simplifications, the final amount of operations is estimated as 400 multiplications and 300 additions.

### IV. Simulations

The Simulink model was experimentally tested with SensorDynamics Cube Demo board, described in [9]. It is composed by three orthogonal SD755 sensors, each one integrating a gyro and an accelerometer. Thus, the Cube Demo board simulates a 6D integrated sensor, not yet available. The maximum declared gyro bias is ±0.5°/s at 25°C and ±1°/s within the entire temperature range.

![SensorDynamics Cube Demo board](image)

The test were carried out with a test equipment specially designed for gyro calibration, which allows to rotate the sensor on two axes simultaneously, with an accuracy of 0.01°; the data were imported in the Matlab workspace and processed with the Simulink model. For a sake of clarity, the following results are presented for the $x$ axis angle, or roll angle, but it was verified that the obtained results are valid for both roll and pitch angle, whereas for the yaw angle there is no filter correction, because the gravity vector is parallel to this rotation axis so that it cannot be used to correct it.

A first test was carried out with the still sensor to verify the influence of the drift on the angular position estimation. Disabling the filter, the drift is quite high, about 30 degrees per minute, as shown in Figure 3.

![Drift on the x axis](image)

Using the Kalman filter, the drift is eliminated. Figure 4 shows that, after the initial position correction caused by the high starting value of $P_k$, the angular position is stabilized with a maximum error of 0.7° during a simulation of 120 seconds.

![Drift correction on the x axis with the Kalman filter](image)

We performed a test also to verify the ability of the system to correctly estimate the initial position of the sensor, even if it is upside down at the startup. The result is very encouraging, because the estimation of the angular position is corrected after 0.5 seconds only, as shown in Figure 5.

![Initial angular position estimation on the x axis](image)

Subsequently, the path in the second column of Table I was set in the test equipment and the mean square error of the angular position estimated by our model was calculated. This table shows that, when the filter is not active, the drift is quite
In this work a Simulink model of a Kalman filter for an orientation tracking system with 6D IMU sensors was experimentally tested using the SensorDynamics Cube Demo board. We proposed some simplifications of the Kalman filter algorithm and we experimentally verified that the filter is able to correct the gyro sensor drift and also the initial position at system startup, even if the sensor is upside down. Finally, Simulink model was quantized and we verified the precision loss in fixed point architecture by varying the number of bits used to represent each data. These results are fundamental to finalize the digital design of an integrated system to provide orientation tracking capability in a future 6D IMU sensor.

VI. CONCLUSIONS

A quantized Simulink model was built and tested to simulate fixed point architecture. The rotation sequence of the previous test was utilized to calculate the mean square error, varying the number of bits used to represent each single parameter. Table II shows the results obtained by varying the number of bits for the quaternion $q$, the A matrix and the P and K matrices.

For the quaternion, the optimum number of bits to obtain the best precision without increasing the logic complexity is 20 bits. For the A matrix representation, even if there is a small increase of precision with the use of 24 bits, 20 bits are recommended to avoid an explosion of the system complexity. Finally, the use of 16 bits is adequate to represent P and K matrices. Using the above mentioned arithmetic precision, a final RMS value of 0.19 was obtained, with only a slight degradation w.r.t. the simplified floating point model, whose RMS is 0.17.

Table I shows the root mean square error related to the number of bits used for data representation.

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Angular positions for the x axis (deg)</th>
<th>Kalman filter off</th>
<th>Kalman filter on</th>
</tr>
</thead>
<tbody>
<tr>
<td>11.25</td>
<td>20.00</td>
<td>18.70</td>
<td>19.73</td>
</tr>
<tr>
<td>14.25</td>
<td>0.00</td>
<td>-1.70</td>
<td>-2.25</td>
</tr>
<tr>
<td>17.25</td>
<td>45.00</td>
<td>42.90</td>
<td>44.94</td>
</tr>
<tr>
<td>20.50</td>
<td>0.00</td>
<td>-2.55</td>
<td>-1.7</td>
</tr>
<tr>
<td>23.50</td>
<td>45.00</td>
<td>42.00</td>
<td>45.01</td>
</tr>
<tr>
<td>26.50</td>
<td>135.00</td>
<td>131.55</td>
<td>134.88</td>
</tr>
<tr>
<td>29.50</td>
<td>45.00</td>
<td>40.25</td>
<td>44.46</td>
</tr>
<tr>
<td>32.50</td>
<td>135.00</td>
<td>129.40</td>
<td>134.29</td>
</tr>
<tr>
<td>35.50</td>
<td>180.00</td>
<td>173.30</td>
<td>179.80</td>
</tr>
<tr>
<td>38.50</td>
<td>135.00</td>
<td>128.10</td>
<td>135.75</td>
</tr>
<tr>
<td>41.50</td>
<td>180.00</td>
<td>171.75</td>
<td>180.61</td>
</tr>
<tr>
<td>50.00</td>
<td>0.00</td>
<td>-9.40</td>
<td>-0.26</td>
</tr>
</tbody>
</table>

| RMS      | 28.27                                | 0.17              |

Table II. Root mean square error related to the number of bits used for data representation.

<table>
<thead>
<tr>
<th>Number of bits used for data</th>
<th>Root Mean Square error</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 bit</td>
<td>8.86</td>
</tr>
<tr>
<td>12 bit</td>
<td>0.24</td>
</tr>
<tr>
<td>16 bit</td>
<td>0.29</td>
</tr>
<tr>
<td>20 bit</td>
<td>0.19</td>
</tr>
<tr>
<td>24 bit</td>
<td>0.19</td>
</tr>
</tbody>
</table>

| quaternion                  | 2.36                   |
| A matrix                    | 0.75                   |
| P and K matrices            | 0.19                   |
|                             | -                      |
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