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Abstract

Satisfiability (SAT) solvers often benefit from clauses learned by the DPLL procedure, even though they are by definition redundant. In addition to those derived from conflicts, the clauses learned by dominator analysis during the deduction procedure tend to produce smaller implication graphs and sometimes increase the deductive power of the input CNF formula. We extend dominator analysis with an efficient self-subsumption check. We also show how the information collected by dominator analysis can be used to detect redundancies in the satisfied clauses and, more importantly, how it can be used to produce supplemental conflict clauses. We characterize these transformations in terms of deductive power and proof conciseness. Experiments show that the main advantage of dominator analysis and its extensions lies in improving proof conciseness.

1. Introduction

Satisfiability (SAT) solvers for propositional logic, in particular those based on the David-Putnam-Logemann-Loveland (DPLL) procedure [3, 2, 12, 13, 6], have found many applications in electronic design automation and artificial intelligence. Since the deduction procedure of a DPLL-based SAT solver is sound but not complete, its effects depend on which Conjunctive Normal Form (CNF) formula is chosen to represent the input function.

CNF transformations are among the most effective techniques to improve quality of the input formula by either simplifying clauses [4, 19, 21, 8, 9] or learning new ones [12]. In [8, 10], two notions that help in the design and evaluation of formula transformations have been introduced. The first is deductive power of a CNF formula. It is motivated by the observation that the more consequences the DPLL procedure can deduce from each of its decisions, the more effective the pruning of the search space. The second notion is proof conciseness. It reflects the fact that the DPLL procedure progresses through the search space by proving that parts of that space contain no satisfying assignment and recording such findings in the form of new clauses.

These notions are at work in several techniques that are adopted by state-of-the-art SAT solvers to improve the quality of the CNF clauses. In PrecoSAT [1, 15], a clause with two literals may be derived based on dominator analysis during the deduction process. Such a clause tends to shorten the implication graph. In turn, a concise implication graph often benefits the recursive approach of [1] to minimize conflict clauses. In this paper, we discuss the effect of this type of clauses on deductive power and proof conciseness, and propose two main extensions of dominator-based analysis:

- A subsumption check concurrent with dominator computation, and
- the addition of dominator-based supplemental conflict clauses.

1This work was supported in part by SRC contract 2009-TJ-1859.

1 A related notion of empowering bi-asserting clauses appeared in [14].

The rest of this paper is organized as follows. Background material is covered in Sect. 2. In Sect. 3 we describe the principles of dominator clauses. In Sect. 4 we show how to simplify asserting clauses during deduction. In Sect. 5 we discuss the use of dominator information in the simplification of satisfied clauses. In Sect. 6 we discuss dominator-based conflict clauses. Section 7 reports results from the implementation of the proposed approach. We draw conclusions and outline future work in Sect. 8.

2. Preliminaries

In this paper we assume that the input to the SAT solver is a formula in Conjunctive Normal Form (CNF). A CNF formula is a set of clauses; each clause is a set of literals; each literal is either a variable or its negation. The function of a clause is the disjunction of its literals, and the function of a CNF formula is the conjunction of its clauses. The CNF formula

\[
\{ \{\neg a, c, \}, \{\neg b, c, \}, \{\neg a, \neg c, d, \}, \{\neg b, \neg c, \neg d, \} \}
\]

therefore corresponds to the following propositional formula:

\[
(\neg a \lor c) \land (\neg b \lor c) \land (\neg a \lor \neg c \lor d) \land (\neg b \lor \neg c \lor \neg d),
\]

where subscripts identify clauses for ease of reference; \(c_i\) denotes the \(i\)-th clause of the formula. An assignment to the set of variables \(V\) of formula \(F\) is a mapping from \(V\) to \{true, false\}. A partial assignment maps a subset of \(V\). A satisfying assignment for formula \(F\) is one that causes \(F\) to evaluate to true. We represent assignments by sets of unit clauses, that is, clauses containing exactly one literal. For instance, the partial assignment that sets \(a\) and \(b\) to true and \(d\) to false is written \(\{\{a\}, \{b\}, \{\neg d\}\}\). Given CNF formulae \(F_1\) and \(F_2\) over variable set \(V\), \(F_1\) implies \(F_2\), written \(F_1 \rightarrow F_2\), if all the assignments to \(V\) that satisfy \(F_1\) also satisfy \(F_2\). \(F_1\) and \(F_2\) are equivalent if \(F_1 \rightarrow F_2\) and \(F_2 \rightarrow F_1\). A clause \(\gamma\) is asserting under assignment \(A\) if all its literals except one (the asserted literal) are false. An asserting clause is an antecedent of its asserted literal.

Clause \(\gamma_1\) subsumes clause \(\gamma_2\) if \(\gamma_1 \subseteq \gamma_2\). If \(\gamma_1 \subseteq \gamma_2\), \(\{\gamma_1\} \rightarrow \{\gamma_2\}\). Given \(\gamma_1 = \gamma_1^\prime \cup \{l\}\) and \(\gamma_2 = \gamma_2^\prime \cup \{d\}\), the resolution of the two clauses over \(l\) produces the resolvent \(\gamma_1^\prime \cup \gamma_2^\prime\), which is implied by \(\{\gamma_1^\prime, \gamma_2^\prime\}\). Clauses \(\gamma_1\) and \(\gamma_2\) are in self-subsumption relation if their resolvent subsumes \(\gamma_1\). For instance, \(a \lor \neg b \lor c\) and \(a \lor b\) give a resolvent \(a \lor c\), which subsumes the former. If \(F\) contains clauses \(\gamma_1\) and \(\gamma_2\) such that \(\gamma_1\) is in self-subsumption relation with \(\gamma_2\), the CNF \(F^\prime\) obtained by replacing \(\gamma_1\) with the resolvent of \(\gamma_1\) and \(\gamma_2\) is equivalent to \(F\).

We assume that the reader is familiar with the DPLL procedure [12], in which the solver maintains a current partial assignment that is extended until it either becomes a total satisfying assignment, or becomes conflicting. While extending the partial assignment, the solver uses deduction (also known as BCP: Boolean Constraint Propagation) to detect as many implications as possible by using asserting clauses. A derivation \(F \cup A \vdash t\) (\(t\) is implied by CNF formula \(F\) together with partial assignment \(A\)) is conveniently rep-
resented by its implication graph. An implication graph has a vertex for each literal in \( A \) and each asserted literal \( l \); it has a set of directed edges for each asserting clause with more than one literal that is involved in the derivation. Each vertex is annotated with a decision level, shown in the figure after the \( \oplus \) sign. The level gives the number of decisions that led to the assignment of the literal.

If extension of the assignment produces a conflict—that is, a clause, which is said to be conflicting, has all its literals assigned to false—the solver analyzes the conflict and backtracks accordingly [11]. Conflict analysis leads to learning a conflict clause, that is, a clause \( C \) with the following properties: given CNF formula \( F \) and assignment \( A, F \rightarrow \{ C \}, \ C \not\in F, \) and \( C \) is conflicting under \( A \). A conflict clause is computed by resolving the conflicting clause with the antecedents of literals that appear in it. The antecedents are processed in reverse order in which the literals they assert were implied. Most conflict analysis algorithms terminate as soon as they find a clause containing a Unique Implication Point (UIP), that is, a single literal asserted at the current level. The conflict clause can be added to the given SAT instance to prevent the examination of regions of the search space that contain no solutions.

A SAT solver can simplify a conflict clause by dropping the literals implied at decision level 0 and those that are implied but other literals in the clause [5, 18]. This conflict clause minimization applies resolution to the conflict clause and the antecedent clauses.

Among the operations performed by a DPLL-based SAT solver, deduction plays a key role in boosting efficiency. Given a clause \( \{ l_1, \ldots, l_n \} \) and a partial assignment \( \{ \lnot l_1, \ldots, l_{n-1} \} \), the literal \( l_n \) is deduced. The deduction procedure in a DPLL-based SAT solver repeatedly applies this rule to asserting clauses in the given formula until either no new literal is implied, or a clause becomes conflicting. We denote this deduction procedure, which employs only this inference rule, by \( D \). We write \( F \vdash_D l \) if \( D \) deduces \( l \) from \( F \). We write \( F \vdash_D \perp \) if procedure \( D \) applied to \( F \) finds a conflicting clause. Procedure \( D \) is sound \((F \vdash_D l \text{ implies } F \vdash l \text{ and } F \vdash_D \perp \text{ implies } F \vdash \perp) \) but not complete.

Since \( D \) is incomplete, its effects depend on which formula is used to describe the input function. In particular, the strengthening of clauses or the addition of new clauses may help. Though the DPLL procedure only needs to be able to detect conflicting assignments to be complete, it is clearly advantageous for a SAT solver based on it to work on a CNF formula that allows more to be done through deduction and less through enumeration. This motivated the introduction of the following definition and its use in the characterization of CNF formula transformations in [8, 10]. In it, it is assumed that when assignment \( A \) is conflicting in \( F \), for every literal \( l, F \cup A \vdash_D l \).

**Definition 1** For given two equivalent sets of clauses \( F_1 \) and \( F_2 \), let \( A \) denote a partial assignment to the variables in \( F_1 \cup F_2 \). We say that \( F_1 \) has deductive power greater than or equal to \( F_2 \) (relative to \( D \)) if and only if for every \( A \) and any literal \( l \) such that \( F_2 \cup A \vdash_D l \), \( F_1 \cup A \vdash_D l \). If \( F_1 \) has deductive power greater than or equal to \( F_2 \) (relative to \( D \)) we write \( F_2 \leq_D F_1 \). If \( F_2 \leq_D F_1 \) and \( F_1 \not\leq_D F_2 \), we write \( F_2 <_D F_1 \). If \( F_2 \leq_D F_1 \) and \( F_1 \not\leq_D F_2 \), then \( F_1 \) and \( F_2 \) have the same deductive power (relative to \( D \)), written \( F_1 \sim_D F_2 \).

In the following, we only consider deduction procedure \( D \) and write \( \preceq \) for \( \leq_D \) as well as \( F_1 \simeq F_2 \) for \( F_1 \simeq_D F_2 \). In studying transformations of a CNF formula that increase, or at least preserve, its deductive power, the following facts are useful.

**Lemma 1** ([10], Lemma 1) Let \( F_1 \) be a CNF formula and let \( \gamma \) be an implication of \( F_1 \) (that is, a clause implied by \( F_1 \)). Let \( F_2 \) be the CNF formula obtained from \( F_1 \) by adding \( \gamma \) and optionally removing clauses that are subsumed by \( \gamma \). Then, \( F_1 \preceq F_2 \).

**Lemma 2** ([10], Lemma 8) If \( A = \{ \lnot l_1, \ldots, \lnot l_{n-1} \} \) is a partial assignment to the variables of CNF formula \( F \) and \( F \cup A \vdash_{l_n} \), then \( \{ l_1, \ldots, l_n \} \) is an implicate of \( F \).

Note that, as proved in [8], the addition of a conflict learned clause containing a UIP always increases the deductive power.

The clause \( \{ \lnot l_0, l_n \} \), where \( n \geq 2 \), is a transitive closure clause of \( F \), if there exist \( l_1, \ldots, l_{n-1} \) such that \( \{ \lnot l_0, l_1 \}, \{ \lnot l_1, l_2 \}, \ldots, \{ \lnot l_{n-1}, l_n \} \) are clauses of \( F \).

**Lemma 3** ([10], Lemma 2) Let \( F \) be a CNF formula and \( \gamma = \{ \lnot l_0, l_n \} \) be a transitive closure clause of \( F \). Then \( F \preceq F \cup \{ \gamma \} \).

While adding a transitive closure clause of the implications does not affect deductive power, it may shorten the implication graph. A more concise implication graph may benefit the procedures that work on it. For instance, the deduction procedure may identify a conflicting clause more quickly, and conflict analysis may resolve fewer antecedents. On the other hand, adding clauses to the CNF database indiscriminately may substantially slow down the deduction procedure. To prevent this, a supplemental clause should be generated only when its usefulness is established by an effective criterion.

### 3. Dominators

In this section we give an overview of the approach to learning new dominator-based clauses presented in [1] with the name of Lazy Hyper Binary Resolution (LHBR). The notion of dominance was introduced in [16] for the analysis of flow diagrams. This notion is readily adapted to implication graphs, as the following definition shows.

**Definition 2** Given an implication graph \( G = (V, E) \), where \( V \) is the set of vertices and \( E \) is the set of directed edges, a node \( d \in V \) dominates \( v \in V \) if all paths from source nodes of \( G \) (decisions) to \( v \) go through \( d \). Node \( d \) is the earliest dominator of \( v \) if it dominates \( v \) and has no other dominator than itself. Also, \( d \) immediately dominates \( v \) if it is the last dominator of \( v \) distinct from \( v \). Finally, \( v \) is the trivial dominator of itself.

For each node \( v \) in \( G \) its dominator set, denoted by \( \text{DOM}(v) \), contains every dominator of \( v \). Under Definition 2, the dominators of a node are totally ordered and \( v \in \text{DOM}(v) \).

A literal \( q \) is dominated by \( p \) in an implication graph for \( F \) if and only if \( F \cup \{ \{q\} \} \vdash_D q \). Therefore, if \( q \) is dominated by \( p \) the clause \( \{ \lnot p \lor \lnot q \} \) is an implicate of \( F \) by Lemma 2. We reserve the name dominator clause for the case in which \( p \neq q \).

**Example 1** Consider the following CNF formula \( F \):

\[
F = (\lnot a \lor b)_1 \land (\lnot b \lor c)_2 \land (\lnot b \lor d)_3 \land (\lnot b \lor \lnot c \lor \lnot d \lor e)_4
\]

Suppose that the SAT solver makes decision \( a \oplus 1 \), which yields the implication graph shown in Fig. 1. In the implication graph, \( c, d, \) and \( e \) share two non-trivial dominators: the earliest dominator \( a \) and the immediate dominator \( b \). Since \( F \cup \{ \{a\} \} \vdash_D c \) and \( F \cup \{ \{a\} \} \vdash_D d, \gamma_1 = (\lnot a \lor c) \) and \( \gamma_2 = (\lnot a \lor d) \) are dominator clauses, and are transitive closure clauses. By Lemma 3, \( p \) adding \( \gamma_1 \) and \( \gamma_2 \) does not change the deductive power of \( F \). On the other hand, \( \gamma_3 = (\lnot a \lor e) \) and \( \gamma_4 = (\lnot b \lor e) \) are dominator clauses that increase deductive power, since \( F \cup \{ \gamma_3 \} \cup \{ \lnot e \} \vdash_D \lnot a \) but \( F \cup \{ \} \vdash_D \lnot a \).
Dominator clauses do not always increase deductive power. If the negation of \( \gamma \) is still a dominator clause, but its addition does not affect the database. We now show how this multistep resolution can be obtained within the same complexity bound by the algorithm of [15]. Since \( b, c, d, \) and \( f \) are asserted by two-literals clauses, they are annotated with their earliest dominator \( a \). For \( e \) asserted by \( c_5 \), its immediate dominator \( b \) is computed because \( c_5 \) does not contain the negation of the earliest dominator \( a \). \( b \) is used for the dominator computation when \( g \) is implied through \( c_5 \). However, since the other predecessor \( f \) has a different dominator from \( c, g \) is computed as its own dominator. This leads to missing the opportunity to simplify \( c_5 \) to \( \gamma = (\neg a \lor g) \), which would be derived with the earliest dominator \( a \).

Example 2 shows that some simplification opportunities may be missed if vertices are labeled with their immediate dominators because fewer non-trivial dominators may be found. On the other hand, Example 1 shows that the exclusive use of earliest dominators may prevent other simplifications, when the immediate dominator is distinct from the earliest one. The simplifications of both approaches can be obtained within the same complexity bound by labeling each vertex with its earliest dominator, but computing the immediate dominator as well. Even the combined approach, however, misses some opportunities for simplification. Specifically, we can directly check for self-subsumption between the asserting clause and other implications of \( F \) that may or may not be present in the database. We now show how this multistep resolution can be integrated with the search for the immediate dominator.

Example 3 Given the following clauses:

\[
(\neg a \lor b)_1 \land (\neg b \lor c)_2 \land (\neg b \lor d)_3 \land (\neg c \lor e)_4 \land (\neg d \lor f)_5 \land (\neg e \lor \neg d \lor \neg e \lor \neg f \lor g)_6 .
\]

Suppose that \( a \circ 1 \) is assigned as a decision. Propagating this assignment results in the implications shown in Fig. 2, where literals in square brackets are the dominators computed by the algorithm of [15]. Since \( b, c, d, \) and \( f \) are asserted by two-literals clauses, they are annotated with their earliest dominator \( a \). For \( e \) asserted by \( c_5 \), its immediate dominator \( b \) is computed because \( c_5 \) does not contain the negation of the earliest dominator \( a \). \( b \) is used for the dominator computation when \( g \) is implied through \( c_5 \). However, since the other predecessor \( f \) has a different dominator from \( c, g \) is computed as its own dominator. This leads to missing the opportunity to simplify \( c_5 \) to \( \gamma = (\neg a \lor g) \), which would be derived with the earliest dominator \( a \).
ComputeDominatorAndSimplify($\gamma$, rdom) {
    idom = 0;
    for each (antecedent literal lit in $\gamma$) {
        ANTE(¬lit) = true;
        for each (antecedent literal lit in $\gamma$) {
            idom = SEARCHDOMANDSUBSUME(¬lit, rdom, idom);
            lit = idom; lit = rdom; lit = PRED(lit))
            MARK(lit) = false;
            if (ANTE(¬lit) == false)
                REMOVE($\gamma$, lit); ANTE(¬lit) = false
            return idom;
        }
    }
    SEARCHDOMANDSUBSUME(alit, rdom, idom) {
        assert(rdom != alit);
        lit = alit;
        if (idom == 0) {
            idom = idom;
            do {
                MARK(lit) = true;
                lit = PRED(lit);
                if (ANTE(¬lit)) {
                    ANTE(idom) = false;
                    return idom;
                }
            } while (lit != rdom);
            return idom;
        }
        else {
            while (!MARK(lit)) {
                lit = PRED(lit);
                if (lit == rdom) break;
                if (ANTE(lit)) {
                    ANTE(alit) = false;
                    return idom;
                }
            }
            return idom;
        }
    }
}

Figure 3: Implication graph of Example 3

Figure 4: Dominator analysis with simplifying asserting clauses

An antecedent literal $a$ of a clause $\gamma$ asserting $l$ can be removed by self-subsumption with another implicate of $F$ if each path between the immediate dominator of $l$ and $a$ goes through some other literal in $\gamma$. If only one path connects a literal to its dominator, the check is simple and efficient. Self-subsumption is possible even if the immediate dominator is not among the literals in $\gamma$.

The pseudocode for the check is shown in Figure 4. As in [15], the procedure is performed if the asserting clause $\gamma$ has more than two literals and does not contain the negation of the recursive dominator. The immediate dominator is known to be on all paths connecting the recursive dominator “rdom” to the antecedent literals in $\gamma$. Therefore, it is known to be somewhere on the unique path between “rdom” and the first such literal, i.e., idom == 0 (line 18). All the vertices of the implication graph on that path are marked as candidate immediate dominators with MARK(lit) = true (lines 20–28). Tracing back (with PRED(lit)) from the remaining literals, i.e., idom != 0 (line 29), until a marked literal is hit eliminates more candidates until the position of the immediate dominator is known (lines 30–39). Further, if a literal $l$ in $\gamma$ is found while tracing back from another literal $a$ of $\gamma$, i.e., ANTE(lit) == true (lines 23 and 33), then $a$ is marked as redundant with MARK(idom) = false (line 24) and MARK(alit) = false (line 34). When this occurs during the initial path marking phase, $l$ becomes the new endpoint of the marked path (lines 25–26). Otherwise, the trace back is terminated because the remaining work either was done or will be done when starting from $l$.

While this procedure is based on multistep resolution like on-the-fly simplification during conflict analysis [9] and conflict clause minimization [18], the use of the earliest dominator to limit the search makes it suitable for frequent use during deduction. The three procedures are complementary: dominator-based simplification resolves an asserting clause with clauses that precede it in the implication graph; on-the-fly simplification resolves an asserting clause with clauses that follow it in the implication graph, while conflict clause minimization does not modify clauses in the implication graph. Moreover, the simplification of the implication graph that results from replacing asserting clauses with dominator clauses speeds up the other two procedures.

5. Dominator Clauses and Redundancy

In this section we study when dominator clauses may duplicate existing clauses and how, on the other hand, dominator analysis may help a SAT solver remove redundant literals from clauses other than the asserting clauses and remove subsumed clauses from the database.

To minimize overhead, the SAT solver should not add dominator clauses that duplicate clauses already in $F$. While duplication is possible, if the SAT solver processes implications in the order in which it discovers them—which is the usual way—rather strong conditions must be met. These conditions for duplication are described in the following lemma.

Lemma 5 Suppose implications are processed in first-in, first-out manner. Let $\gamma = \{¬d \lor l\}$ be a dominator clause, where $d$ is the dominator of $l$. If it is already present in formula $F$, $\gamma$ is not an asserting clause in the implication graph and it subsumes the asserting clause for $l$.

Proof. Let $\gamma = \{¬d \lor l\}$ be a dominator clause computed for $l$ from asserting clause $c$. Assume first that $\gamma$ is asserting in the implication graph. Then $c$ contains $l$ and at least another literal $l'$ that is deduced from $d$. Asserting $d$ makes $\gamma$ a unit clause so that $l$ is implied through it before the implications of $l'$ are examined. That prevents $\gamma$ from being found as dominator clause, resulting in a contradiction. Suppose now $\gamma$ is not in the implication graph, but is already in $F$. Suppose $d$ is not in $c$. Then, $l$ is implied from $\gamma$ before it is implied from $c$. This prevents duplication. Therefore, $d$ appears in $c$, and $c$ is subsumed by $\gamma$. □

Lemma 5 suggests that duplication is not a frequent occurrence in solvers that preprocess their input and possibly remove more redundancies during DPLL. Besides, one can detect clauses subsumed by dominator clauses on-the-fly during the deduction procedure. That is, during the deduction procedure, if a clause $c$ that is found to be satisfied by literal $l$ contains the negation of dominator $d$ of $l$, then $c$ is subsumed by the dominator clause $\{ ¬d \lor l \}$. The check for containment of the dominator of $l$ may be expensive for
any dominator and for clauses with many literals. Hence, this approach should be applied with restraint: for example, only checking whether the recursive dominator of \( l \) (and possibly of a few more true literals in the clause) is the false literal that caused the clause to be examined. The annotation of each literal in the implication graph with its recursive dominator allows this test to be carried out even when the corresponding dominator clause is not added to the database. If not all satisfied literals are checked, subsumption may not be detected. On the other hand, subsumption may be found when the examined clause is subsumed by the dominator clause, even though it is not subsumed by the clause asserting \( l \).

6. Dominator-Based Conflict Clauses

In this section we discuss the application of dominator analysis to the derivation of conflict clauses. Once a conflict clause is generated and possibly simplified, the dominator information collected for its antecedent literals can be used thanks to the following lemma.

Lemma 6 Let \( c = \{l_0, \ldots, l_n\} \) be the asserting clause of literal \( l_0 \). Let \( d_0 \) be a dominator of literal \( \neg l_0 \). Then, \( \{\neg d_0\} \cup (c \setminus \{l_0\}) \) is an implicite of \( F \).

Replacing antecedents with their non-trivial dominators therefore produces a new clause that can be used in conjunction with, or as replacement of, the clause computed by conflict analysis. Even though adding a dominator clause to a CNF formula may not affect its deductive power, when such a clause is derived from a conflict clause based on a UIP, it is at least guaranteed not to be a duplicate and it often improves deductive power.

Example 4 Suppose conflict clause \( c_6 = (\neg c \lor \neg f \lor \neg h \lor g) \), where \( g \) is the UIP, is added and when after backtracking it becomes asserting, the implication graph is the one shown in Fig. 5 (upper). Suppose clause \( c_7 = (\neg a \lor \neg d \lor g) \) is generated from \( c_6 \) by replacing the antecedent literals of \( g \) with their recursive dominators. Since \( c_7 \) contains a UIP \( (g) \), it can substitute \( c_6 \) as a conflict clause. When \( g \) is asserted by \( c_7 \) and the implication graph is shortened. To generate more compact implication graphs, we could always substitute a standard conflict clause like \( c_6 \) with a dominator-based conflict clause like \( c_7 \). However, this unlimited replacement may lead the SAT solver to miss some implications that it would have found with the standard conflict clauses. For instance, if \( c_7 \) replaces \( c_6 \), and later in the search, \( d \lor 01 \) and \( \neg g \lor 02 \) are assigned as decisions, literals \( e \lor 01, f \lor 01, h \lor 01, \) and \( \neg a \lor 02 \) are implied. However, if \( c_6 \) exists in the database, \( \neg c \) and \( \neg b \) are also implied as shown in the implication graph of Fig. 5 (lower).

One may add both conflict clauses (e.g., \( c_6 \) and \( c_7 \) of Example 4), but the overhead is not negligible. Hence, supplemental conflict clauses based on dominators should be carefully generated and added to standard conflict clauses rather than replacing them.

Our approach is to produce a dominator-based conflict clause \( \gamma' \) only when a newly-found conflict clause \( \gamma \) is obtained by on-the-fly simplification during conflict analysis [10]. In this case, since \( \gamma \) already exists in the database, adding \( \gamma' \) has an acceptable cost.

The replacement based on recursive dominators is straightforward and inexpensive: while computing the earliest dominator of the asserted literal, it is sufficient to check whether such dominator is the negation of one of the antecedent literals of the clause. This can be done by a single scan of the literals.

7. Experimental Results

We have implemented the algorithms for clause simplification during deduction and addition of dominator clauses in the CNF SAT solver CirCUs 2.0 [7, 20]. The benchmark suite is composed of all the CNF instances (with no duplicates) from the industrial category of the SAT Races of 2006, 2008, and the SAT Competitions of 2009 [17]. We conducted the experiments on a 2.4 GHz Intel Core2 Quad processor with 4GB of memory. We used 10000 seconds as timeout, and 2GB as memory bound. We tested PrecoSAT 236 [15] along with CirCUs 2.1 to provide a reference point. We denote the extensions by DOM (Dominator analysis), DOMSUB (Dominator analysis with Subsumption check on asserting clauses), DSSCL (Dominator-based Simplification on Satisfied Clauses), and DCCL (Dominator-based Conflict Clause generation).

The results are summarized in the graph of Fig. 6, which shows the number of instances completed in a given CPU time. From the graph it appears that the proposed techniques help CirCUs complete more instances within 10000 s, but provide limited benefits for simpler SAT problems. In fact, for the easier formulae, PrecoSAT is faster, but the improved CirCUs has performance close to that of PrecoSAT. Moreover, the proposed techniques tends to help CirCUs to solve more hard instances than the base version of CirCUs and PrecoSAT.

Figure 7 examine the effects of the proposed techniques (i.e., DOMSUB+DSSCL+DCCL) on (a) the number of dominator clauses subsuming asserting clauses per dominator computation and (b) the number of literals per conflict clause. For each of these quantities the geometric mean of the new/old ratios is reported (excluding cases in which one of the values is 0). Single-sample t-tests were performed to confirm the statistical significance of the data. The
null hypothesis was that the geometric mean of the ratios is 1.

In Fig. 7(a), our dominator analysis, i.e., DOMSUB, produces more opportunities for computed dominator clauses to subsume asserting clauses than the analysis of immediate dominators. In our experiments, on average 0.02 literals were removed by subsuming dominator clauses for every implication.

Analysis of the CirCUs runs show that the major effect of DOMSUB+DDSSL+DCCL is in reducing the number of literals per conflict clause. (See Figure 7(b).) Our analysis indicates that this reduction stems from the reduction in the average number of resolution steps per conflict analysis. The reduction in resolution steps is 11% on average and the p-value is 1.05 · 10⁻⁵. This translates in a 40% reduction in literals per conflict clause. In contrast, the indicators of increased deductive power are not changed in a decisive way.

The number of conflicts per decision shows a 9% improvement on average and the p-value is 2.2 · 10⁻¹⁶.

8. Conclusions

Dominator analysis, introduced in PrecosAT [1], is the basis for efficient techniques that allow a SAT solver based on DPLL to simplify the given CNF formula and learn new clauses while deducing new literals. In this paper, we have introduced two enhancements over the LHBR: a procedure to check clauses for simplification of Satisfiability Testing: SAT 2007, pages 272–286, Lisbon, Portugal, May 2007. Springer. LNCS 4501.


References

