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Abstract—The passivity characterization and enforcement of linear interconnect macromodels has received much attention in the recent literature. It is now widely recognized that the Hamiltonian eigensolution is a very reliable technique for such characterization. However, most available algorithms for the determination of the required Hamiltonian eigenvalues still require excessive computational resources for large-size macromodels with thousands of states. This work intends to break this complexity by introducing the first parallel implementation of a specialized Hamiltonian eigensolver, designed and optimized for shared memory multicore architectures. Our starting point is a multi-shift restarted and deflated Arnoldi process. Excellent parallel efficiency is obtained by running different Arnoldi iterations concurrently on different threads. The numerical results show that macromodels with several thousands states are characterized in few seconds on a 16-core machine, with close to ideal speedup factors.

I. INTRODUCTION

The analyseys and design flow of electrical interconnected systems is more and more relying on reduced-order macromodels. Such macromodels are often identified from tabulated frequency responses, typically available from a full-wave solver or from direct measurement, using rational curve fitting. Many algorithms have been proposed, most providing some generalization or optimization of the core method known as Vector Fitting [1]. See [2]–[5] and references therein for an overview.

The main concern for a reliable use of rational macromodels within standard circuit solvers is passivity. Non-passive macromodels do not guarantee the global stability of transient simulations, due to their ability to amplify the energy they are fed with [6]. Therefore, it is of paramount importance to check and enforce passivity during macromodel generation. This is the reason why this problem has been extensively studied over the last few years [8]–[23].

One of the most attractive techniques for passivity characterization is based on the so-called Hamiltonian matrix [7], [8]. Extraction of the imaginary eigenvalues of this matrix provides an algebraic method for full passivity characterization. Unfortunately, a standard full eigensolution scales as the third power of the problem size. This fact prevents an efficient characterization for large-size macromodels, such as those arising in signal and power integrity analyses for electronic packaging applications. These macromodels may have up to hundred interface ports, and several thousand states.

Although some efforts have been attempted towards more efficient Hamiltonian eigensolutions [9], [17], [20], [21], [24], there is still significant potential for improvement. The main direction that we investigate in this work is parallelization. High-performance computing systems with many CPU cores are becoming widespread, even at the desktop level. It is thus necessary to port existing algorithms to such platforms, so that optimal use of the computational resources is achieved.

We introduce a parallel multi-shift restarted Arnoldi scheme for the identification of all imaginary Hamiltonian eigenvalues. A dedicated thread scheduling strategy has been devised and implemented using the OpenMP paradigm. Several benchmarks were run on a 16-core machine, leading to excellent parallel efficiency and speedup factors with respect to a serial implementation. After reviewing some background material in Sec. II and Sec. III, we present the main algorithm in Sec. IV and the numerical results in Sec. V.

II. BACKGROUND AND NOTATION

Throughout this paper, $x$, $X$, and $X$ denote a generic scalar, vector (lowercase and boldface), and matrix (uppercase and boldface), respectively. Superscripts $*$, $T$, and $H$ will stand for the complex conjugate, transpose, and conjugate (Hermitian) transpose, respectively.

We consider linear macromodels in state-space form

$$H(s) = D + C(sI - A)^{-1} B$$

where $s$ is the Laplace variable, $H(s)$ is the $p \times p$ transfer matrix of the macromodel, and $\{A, B, C, D\}$ are the state-space matrices of some realization associated to $H(s)$. All poles, or equivalently the eigenvalues of $A$, are assumed to be strictly stable, so that the transfer matrix $H(s)$ is nonsingular for $\Re\{s\} > 0$.

Several techniques are available for obtaining a macromodel in the form (1). Standard approaches involve some fitting, approximation, or identification process from tabulated responses. A common scenario is the availability of raw data in form of frequency samples of the scattering matrix $\{S(j\omega_k), k = 1, \ldots, K\}$ of a linear component over
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a given bandwidth, either via electromagnetic simulation or direct measurement. The four state-space matrices are found by fitting the model equations to this data. Among others, the well-known Vector Fitting scheme in its various implementations [1]–[5] has gained much popularity thanks to its simplicity and robustness.

In this work, we are interested in large-size macromodels, both in terms of electrical interface ports \( p \) and overall dynamic order \( n \), i.e., the size of state-space matrix \( A \). In order to reduce both storage requirements and processing time, we will assume a state-space realization with the same structure as in [9], more precisely

\[
\begin{align*}
A &= \text{blkdiag}\{A_k, k = 1, \ldots, p\} \\
B &= \text{blkdiag}\{u_k, k = 1, \ldots, p\} \\
C &= [C_1, C_2, \ldots, C_p]
\end{align*}
\]

where \( A_k \in \mathbb{R}^{m_k \times m_k} \) stores its diagonal the \( m_k \) poles of the \( k \)-th column of \( H(s) \), \( u_k \) is a \( m_k \times 1 \) array with all entries equal to one, and \( C_k \in \mathbb{R}^{p \times m_k} \) stores the residues of the \( k \)-th column of \( H(s) \). If complex pole pairs are present, the transformation in [9] can be applied to the relevant blocks of (2) in order to recover a real realization. Therefore, we will assume a real-valued realization without loss of generality. The above structure corresponds to a multiple SIMO (Single-Input Multiple-Output) configuration. The maximum number of non-vanishing elements of \( A \) and \( B \) is \( 2n \) and \( n \), respectively, thus enabling sparse storage and optimized processing.

In the following, we will restrict our attention to scattering input-output representations, although the same derivations can be performed for the impedance, admittance, and hybrid cases. Due to the asymptotic stability assumption, macromodel passivity holds when all the singular values of the transfer matrix are uniformly bounded by one at any frequency

\[
\sigma_i \leq 1, \quad \forall \sigma_i \in \sigma(H(j\omega)), \quad \forall \omega. \tag{3}
\]

We will assume strict asymptotic passivity by assuming

\[
\sigma_i < 1, \quad \forall \sigma_i \in \sigma(D), \tag{4}
\]

a condition that can be easily enforced during the macromodel generation [9].

The Hamiltonian matrix associated to the state-space realization (1) provides an effective tool for deriving the passivity conditions in a purely algebraic form, without resorting to sampling. In the scattering case, the Hamiltonian matrix reads

\[
\mathcal{M} = \begin{bmatrix}
A - BR^{-1}D^TC & -BR^{-1}B^T \\
C^TS^{-1}C & -A^T + C^TDR^{-1}B^T
\end{bmatrix}, \tag{5}
\]

with \( R = (D^TD - I) \) and \( S = (DD^T - I) \). The set \( \Omega \) of purely imaginary eigenvalues of \( \mathcal{M} \) correspond to the frequencies where one or more singular values cross or touch the unit threshold. If \( \Omega \) is empty, the model is passive thanks to condition (4). If \( \Omega \) is not empty and at least one imaginary eigenvalue has odd multiplicity (usually all eigenvalues are simple), then the model is not passive. Therefore, knowledge of \( \Omega \) allows a full qualification of the model passivity [7], [8]. Once this characterization is available, one of the standard perturbation methods for passivity enforcement [8]–[21] can be applied. No further details on passivity enforcement will be provided here, since this subject is well developed in the above literature. We will rather focus on the efficient determination of the set \( \Omega \).

### III. Single-Shift Iterations

The set \( \Omega \) of imaginary Hamiltonian eigenvalues can be determined by postprocessing the full set of eigenvalues computed by a full eigensolver. This option is however unacceptable for large-size macromodels, due to the excessive computational cost. The Hamiltonian matrix has size \( 2n \times 2n \) and is full, regardless of the special structure of the adopted state-space realization. Consequently, the cost for the full eigensolution scales as \( O(n^3) \), which prevents good scaling to dynamic orders of several thousands.

Alternative approaches have been proposed to reduce this cost. One technique [9] is based on a shifted and restarted Arnoldi process, aimed at the extraction of few eigenvalues in a disk centered on the imaginary axis. Iteration of this process via bisection on the desired bandwidth leads to the identification of all imaginary eigenvalues, disregarding the remaining part of the spectrum. A second approach, based on the Laguerre’s method [20], [21], allows the computation of the full eigenspectrum in \( O(n^2) \) operations. In this work, we focus on the former approach, due to its superior potential for efficient parallelization.

We recall that, given an arbitrary shift \( \vartheta \in \mathbb{C} \), the shifted and inverted Hamiltonian matrix can be represented as

\[
(M - \vartheta I)^{-1} = \begin{bmatrix}
A_\vartheta & -A_\vartheta^T \\
B & -C^T
\end{bmatrix}
\]

by application of the Sherman Morrison Woodbury Lemma [9], [25], where \( A_{\pm \vartheta} = (A \pm \vartheta I)^{-1} \) and \( H_{\pm \vartheta} = D - CA_{\pm \vartheta}B \). The number of operations required by the above computations has a leading term which is linear in the number of macromodel states \( n \). This fact enables using Krylov-subspace techniques to find selected eigenvalues. Starting from a random initial vector \( v_1 \), a \( d \)-dimensional orthogonal basis

\[
V_d = [v_1, \ldots, v_d] \tag{7}
\]

of the Krylov subspace

\[
\text{span } \{v_1, (H - \vartheta I)^{-1}v_1, \ldots, (H - \vartheta I)^{-d+1}v_1\} \tag{8}
\]

is found by constructing one vector at the time and orthonormalizing it with respect to previous vectors. The Galerkin projection of the original Hamiltonian eigenvalue problem onto this subspace provides an approximation of few eigenvalues that are closest to the shift (the convergence rate improves the closer is the eigenvalue to the shift).
The implementation of the above process needs some special tricks in order to avoid missing eigenvalues and converge quickly. In particular, explicit restarts and incremental deflation are adopted in our implementation, according to the guidelines of [9]. A few remarks are in order:

- For best efficiency, the dimension of the Krylov subspace \( d \) is chosen to be much smaller than the matrix order \( 2n \). For all examples we used a maximum size \( d = 60 \).
- For a given shift \( \vartheta \), only a small number \( n_\vartheta \) of eigenvalues are sought for, typically 4–6. In fact, we have the requirement that \( n_\vartheta \ll d \) in order to guarantee good eigenvalue stabilization. Moreover, we require a fine granularity in view of the parallelization effort, to be described below. The best implementation is thus achieved with a very fast determination of very few eigenvalues closest to \( \vartheta \). Calculation of all desired eigenvalues in \( \Omega \) will be achieved by repeating the process using many shifts, which will be allocated to different computing threads.
- In addition to the eigenvalue estimates, we will need the guarantee that no other eigenvalues are present within a disk \( C_{\vartheta, \rho_0} = \{ s \in \mathbb{C} : |s - \vartheta| < \rho_0 \} \). Obviously, the radius of this disk depends on the eigenvalue distribution around the shift. Therefore, we start with an initial guess of the radius \( \rho_0 \) and we update it during the restarted iterations by monitoring the convergence of all eigenvalues. If more eigenvalues than \( n_\vartheta \) are converging within the current disk, the radius is reduced so that only \( n_\vartheta \) eigenvalues are enclosed, and the remaining ones are discarded. If some of the \( n_\vartheta \) converging eigenvalues are outside the initial disk, the radius is redefined to the maximum distance of a converging eigenvalue from the shift. Therefore, the final radius can be \( \rho \geq \rho_0 \).

The above observations are summarized by what we call single-shift Arnoldi iteration \( S \), which can be formally described in functional form as

\[
(\{\lambda_k\}, \rho) \leftarrow S(\vartheta, \rho_0) \quad (9)
\]

where the input parameters are the shift and the initial radius, and the output parameters are the complete set of eigenvalues \( \{\lambda_k\} \) that are included in the disk \( C_{\vartheta, \rho} \). Note that this eigenvalue set may be empty if the initial radius is small. A graphical illustration of the single-shift iteration results is outlined in Fig. 1. Additional details and derivations can be found in [9].

![Fig. 1. Schematic representation of the single-shift operator \( S \).](image)

IV. Parallel Hamiltonian Eigensolver

The \( S \)-iteration (9) finds few eigenvalues that are localized around a prescribed point \( \vartheta \). As described in [9], placing a set of multiple shifts \( \{\vartheta_k, k \in \mathbb{K}\} \) on the imaginary axis via a bisection process allows covering the entire bandwidth of interest \([\omega_{\min}, \omega_{\max}]\) with the union of the corresponding disks \( C_{\vartheta_k, \rho_k} \), thus guaranteeing the detection of all imaginary Hamiltonian eigenvalues.

The main issue with a standard bisection process is the strong dependency of each iteration step on the completion of previous steps, since the convergence radius of each shift is not known. We illustrate this difficulty with reference to Fig. 2. The first two shifts \( \vartheta_1, \vartheta_2 \) are placed at the edges of the search band and processed. The resulting radii \( \rho_1, \rho_2 \) are generally different. Since the optimal location of the third shift is in the midpoint

\[
\vartheta_3 = \frac{(\vartheta_1 + \rho_1) + (\vartheta_2 - \rho_2)}{2}, \quad (10)
\]

processing of \( \vartheta_3 \) requires full completion of the single-shift iterations associated to \( \vartheta_1 \) and \( \vartheta_2 \). This data dependency is obviously found at any level of the bisection tree. One could neglect this dependency and predistribute the shifts on a regular grid, to be processed by successive binary subdivision. However, in a multi-threaded implementation where individual shifts are processed by individual threads, it is very likely that the work performed on some preallocated shifts will be useless, since they could be included in the convergence disks associated to nearby disks. Although this strategy is acceptable for a serial implementation, there is no potential for good scalability to a multi-threaded implementation deployed on a machine with many computational cores. This poor scalability was indeed verified experimentally.

![Fig. 2. Bisection process used to cover the bandwidth \([\omega_{\min}, \omega_{\max}]\).](image)

We now introduce the adopted parallelization strategy, which is aimed at

- allocating individual single-shift iterations to individual threads;
- making sure that the work of all concurrent threads is independent on each other;
• making sure that no thread performs a single-shift iteration that is not strictly required.

The above requirements are addressed by a dedicated scheduling strategy, illustrated below.

A. Data organization and initialization

We assume that the search area is represented by the frequency interval $[\omega_{\text{min}}, \omega_{\text{max}}]$. Usually, the lower bound corresponds to zero frequency $\omega_{\text{min}} = 0$, whereas the upper bound is precomputed as the magnitude of the largest Hamiltonian eigenvalue, which can be obtained with a single-shift iteration on the Hamiltonian matrix $\mathcal{M}$ without applying any shift-and-invert operation.

The algorithm is parameterized by the number of threads $T$ that will run concurrently. We first subdivide the search area into $N$ adjacent and non-overlapping intervals $I_\nu = [I_{L,\nu}, I_{U,\nu}]$, where

\[
\begin{align*}
I_{L,\nu} &= \omega_{\text{min}}, & \nu &= 1, \\
I_{L,\nu} &= I_{U,\nu-1}, & 1 < \nu \leq N, \\
I_{U,\nu} &= \omega_{\text{max}}, & \nu &= N. 
\end{align*}
\]

The number of these intervals is at least double the number of threads, $N = \kappa T$ with $\kappa \geq 2$. A tentative shift $\tilde{\nu}_\nu$ is then attributed to each interval according to the rule

\[
\begin{align*}
\tilde{\nu}_\nu &= \tilde{I}_{L,\nu}, & \nu &= 1, \\
\tilde{\nu}_\nu &= (I_{L,\nu} + I_{U,\nu})/2, & 1 < \nu < N, \\
\tilde{\nu}_\nu &= \tilde{I}_{U,\nu}, & \nu &= N.
\end{align*}
\]

These tentative shifts are collected into a set

\[
\tilde{\Theta}_0 = \{\tilde{\nu}_\nu, \nu \in \tilde{\mathcal{I}}_0\}
\]

where $\tilde{\mathcal{I}}_0$ is an index set that at the initialization step coincides with the set of consecutive integers $\{1, \ldots, N\}$. We also define a set $\Theta_0 = \emptyset$, that will include all shifts that are being processed (denoted as $\tilde{\nu}_\mu$) or have been processed (denoted as $\hat{\nu}_\nu$) by single-shift iterations. The same notation will be propagated to the intervals surrounding each shift.

B. Algorithm startup

In the startup phase, a number of $T$ threads must start processing at the same time. Each thread will then pick one of the tentative shifts from $\tilde{\Theta}_0$ and will perform the corresponding single-shift iteration. These tentative shifts that are selected for processing are removed from the set $\tilde{\Theta}_0$ and “promoted” to the set $\Theta_0$. We will use a global index $k$ in order to keep track of individual threads and shifts. After this startup phase, we have $k = T$ shifts in the processing state

\[
\Theta_k = \{\hat{\nu}_1, \ldots, \hat{\nu}_k\}
\]

so that the extrema of the search bandwidth are processed first, followed by as many shifts as allowed by the available threads, see Fig. 3 for an illustration. The set of tentative shifts is also deflated as

\[
\tilde{\Theta}_k = \tilde{\Theta}_0 \setminus \{\tilde{\nu}_1, \tilde{\nu}_N, \tilde{\nu}_2, \ldots, \tilde{\nu}_{T-1}\}.
\]

At successive iterations the set of tentative shifts will be best described by a compact notation

\[
\tilde{\Theta}_k = \{\tilde{\nu}_\nu | \nu \in \mathcal{I}_k\},
\]

where $\mathcal{I}_k$ is an index set (possibly with non-consecutive elements) that depends on the iteration count, and whose number of elements will be denoted as $M_k$,

\[
\mathcal{I}_k = \{i_{(k)}_1, \ldots, i_{(k)}_{M_k}\}.
\]

C. Shift selection and processing

The above process can be applied anytime a new thread is idle and needs to select and process a shift. Assuming a global iteration count $k \geq T$, a new shift is added to the processing list as

\[
\Theta_{k+1} = \Theta_k \cup \{\hat{\nu}_{k+1}\},
\]

where

\[
\hat{\nu}_{k+1} = \hat{\nu}_\mu, \quad \mu \in \mathcal{I}_k, \quad \hat{\nu}_\nu, \hat{\nu}_\mu \in [\tilde{I}_{\mu,L}, \tilde{I}_{\mu,U}].
\]

In other words, an equivalence is established between the index $\mu$ in the tentative queue and the index $k+1$ in the processing queue, see Fig. 4. Conditions (20) ensure that a “free” interval will be processed, i.e., not including any shift that is being processed or has the potential to be processed by a successive thread. Of course, the set of tentative shifts and the corresponding index set will be deflated accordingly

\[
\tilde{\Theta}_{k+1} = \tilde{\Theta}_k \setminus \{\tilde{\nu}_{k+1}\} = \tilde{\Theta}_k \setminus \{\tilde{\nu}_\mu\}.
\]

Once the shift $\tilde{\nu}_{k+1} = \tilde{\nu}_\mu$ is promoted for processing as in (20), the corresponding single-shift iteration

\[
(\Lambda_{k+1, \rho_{k+1}}) \leftarrow S(\hat{\nu}_{k+1}, \rho_{k+1,0})
\]

Fig. 3. Shifts in the processing state after the startup phase for the case $T = 3$.

Fig. 4. Choice of the center to be processed.
is assigned to a computing thread and executed. The initial radius is initialized as
\[
\rho_{k+1,0} = \alpha \frac{I_{U,k+1} - I_{L,k+1}}{2},
\]
where \( \alpha \geq 1 \) in order to allow a small overlap with adjacent intervals.

**D. Completion of single-shift iteration and update**

As soon as a thread has completed processing a single-shift iteration, the corresponding shift is promoted \( \tilde{\vartheta}_k \rightarrow \vartheta_k \) and the corresponding radius \( \rho_k \) is used to update all data structures. Two cases may occur

- If the convergence disk covers the interval associated to the current shift \( 2\rho_k > I_{U,k} - I_{L,k} \), then \( I_k \) is simply deleted, since all eigenvalues within this interval have been found. It may be the case that, when the starting radius (23) is updated by the single-shift iteration to a larger value, the convergence disk includes some of the tentative shifts. Such shifts will be useless and are immediately deleted

\[
\tilde{\Theta}_k \leftarrow \tilde{\Theta}_k \setminus \{ \vartheta_{\nu} \in \tilde{\Theta}_k : \vartheta_{\nu} \in [\vartheta_k - \rho_k, \vartheta_k + \rho_k] \}
\]

- If the radius has been redefined to a smaller value by the single-shift iteration (see Fig. 5), the embedding interval is split into three portions

\[
[I_{L,k}, I_{U,k}] = [I_{L,k}, \vartheta_k - \rho_k] \cup [\vartheta_k - \rho_k, \vartheta_k + \rho_k] \cup [\vartheta_k + \rho_k, I_{U,k}] \tag{25}
\]

The inner portion does not need further processing, whereas the two outer portions will define respectively new tentative intervals \( I_{\mu_{k,1}}, I_{\mu_{k,2}} \) with associated shifts

\[
\tilde{\vartheta}_{\mu_{k,1}} = \frac{I_{L,k} + (\vartheta_k - \rho_k)}{2} \quad \tilde{\vartheta}_{\mu_{k,2}} = \frac{I_{U,k} + (\vartheta_k + \rho_k)}{2} \tag{26, 27}
\]

with \( \mu_{k,i} = \max \{ I_k \} + i \), which in turn are added to the tentative set

\[
\tilde{\Theta}_{k+1} = \tilde{\Theta}_k \cup \{ \tilde{\vartheta}_{\mu_{k,1}}, \tilde{\vartheta}_{\mu_{k,2}} \} \tag{28}
\]

![Fig. 5](https://example.com/fig5.png)

**E. Termination**

The algorithm stops at the iteration \( K \) as soon as condition \( \tilde{\Theta}_K = \emptyset \) occurs, and at the same time there are no shifts \( \vartheta_{\nu} \) in the processing state, i.e.

\[
\Theta_K = \{ \vartheta_1, \ldots, \vartheta_K \}. \tag{29}
\]

**V. RESULTS AND DISCUSSION**

This section illustrates the performance of the proposed parallel solver on several test cases. The first four columns of Table I summarize the main features of each benchmark, namely the dynamic order \( n \), the number of ports \( p \), and the number of imaginary Hamiltonian eigenvalues \( N_h \) to be computed. All numerical results have been produced on a IBM LS42 Blade server with four AMD Opteron quad-core processors running at 2.3 GHz, thus summing to 16 total computing cores, and with 2 GB RAM per core. This allows us to investigate the scalability, efficiency and speedup of the parallel solver with up to 16 parallel threads.

The proposed scheme relies on the iterative random selection of the starting vectors for each individual restart of the single-shift Arnoldi processes. Therefore, we expect some statistical variation in the code efficiency, since different choices of starting vectors might lead to a different number of restarts and/or iterations. This was in fact verified experimentally, as depicted in Fig. 6 for Case 5. The graph depicts \( \eta_t \pm \delta_t \), where \( t \) is the number of concurrent threads, \( \eta_t \) is the average and \( \delta_t \) is the standard deviation of the speedup factor \( \eta_t = \tau_t/\bar{\tau}_t \), computed over 20 independent runs, and \( \tau_t \) is the CPU time.

The last four columns of Table I compare the average and the worst-case CPU time of the 16-thread parallel solver with the corresponding CPU time of the one-thread serial implementation, together with the average speedup factor. This table demonstrates a close-to-ideal speedup. In some cases (e.g., Cases 7–12) the speedup is slightly below expectation, reaching 78% of parallel efficiency in the worst case. For other cases (e.g., Cases 1–5), the speedup exceeds the ideal behavior and exhibits a superlinear trend. This variation and speedup bonus is a byproduct of the dynamic shift allocation process, which may eliminate from the tentative queue some shifts before they enter the processing queue. The occurrence of such conditions depends on the problem itself and on the number of running threads, and is affected by additional

**TABLE I**

<table>
<thead>
<tr>
<th>Case #</th>
<th>( n )</th>
<th>( p )</th>
<th>( N_h )</th>
<th>( \bar{\tau}_t )</th>
<th>( \tau_{16} )</th>
<th>( \tau_{16}^{\text{max}} )</th>
<th>( \eta_{16} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>1000</td>
<td>20</td>
<td>6</td>
<td>13.763</td>
<td>0.655</td>
<td>0.644</td>
<td>21.028</td>
</tr>
<tr>
<td>Case 2</td>
<td>1000</td>
<td>20</td>
<td>42</td>
<td>10.911</td>
<td>0.521</td>
<td>0.579</td>
<td>20.957</td>
</tr>
<tr>
<td>Case 3</td>
<td>1000</td>
<td>20</td>
<td>40</td>
<td>11.729</td>
<td>0.565</td>
<td>0.639</td>
<td>20.745</td>
</tr>
<tr>
<td>Case 4</td>
<td>1980</td>
<td>18</td>
<td>0</td>
<td>81.193</td>
<td>5.020</td>
<td>5.208</td>
<td>16.175</td>
</tr>
<tr>
<td>Case 5</td>
<td>2240</td>
<td>56</td>
<td>22</td>
<td>33.972</td>
<td>1.950</td>
<td>2.121</td>
<td>17.420</td>
</tr>
<tr>
<td>Case 6</td>
<td>1728</td>
<td>18</td>
<td>0</td>
<td>46.735</td>
<td>3.022</td>
<td>3.109</td>
<td>15.463</td>
</tr>
<tr>
<td>Case 7</td>
<td>1734</td>
<td>83</td>
<td>10</td>
<td>22.836</td>
<td>1.518</td>
<td>1.563</td>
<td>15.040</td>
</tr>
<tr>
<td>Case 8</td>
<td>1792</td>
<td>56</td>
<td>104</td>
<td>50.933</td>
<td>3.627</td>
<td>3.736</td>
<td>14.044</td>
</tr>
<tr>
<td>Case 9</td>
<td>1702</td>
<td>56</td>
<td>115</td>
<td>14.206</td>
<td>0.976</td>
<td>1.055</td>
<td>14.554</td>
</tr>
<tr>
<td>Case 10</td>
<td>4150</td>
<td>83</td>
<td>114</td>
<td>64.396</td>
<td>5.171</td>
<td>6.024</td>
<td>12.453</td>
</tr>
<tr>
<td>Case 11</td>
<td>1792</td>
<td>56</td>
<td>125</td>
<td>54.470</td>
<td>3.809</td>
<td>3.911</td>
<td>14.301</td>
</tr>
<tr>
<td>Case 12</td>
<td>2432</td>
<td>83</td>
<td>46</td>
<td>27.842</td>
<td>1.955</td>
<td>2.043</td>
<td>14.242</td>
</tr>
</tbody>
</table>
embedding the worst-case CPU time results.

VI. CONCLUSIONS

We have presented a parallel eigensolver for structured Hamiltonian matrices associated to interconnect state-space macromodels. The results demonstrate that the selective extraction of all purely imaginary eigenvalues can be performed in very few seconds even for large-scale problems, leading to an almost real-time algebraic characterization of macromodel passivity. The scalability and parallel efficiency achieved by our implementation on a 16-core machine are remarkable, showing good promise for the deployment of high-performance macromodeling tasks on next-generation computing platforms.
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Fig. 6. Speedup factor vs number of threads for Case 5, compared to the ideal speedup (red dashed line). The dots and the vertical bars depict the average speedup and the associated standard deviation computed on a number of 20 independent runs (see text).

statistical variations due to the random selection of the starting vectors. However, the overall impact of such variability does not significantly affect the parallel efficiency, as demonstrated by the worst-case CPU time results.
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