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Abstract—Masking is a popular countermeasure due to its
provable security. Table re-computation based Boolean masking
(BM) is efficient at small masking share number, and addition
chain based inner product masking (IPM) provides higher security
order than BM. As a result, the natural question is: can we design
a masking scheme that costs close to that of re-computation based
BM while providing security comparable to that of addition chain
based IPM? In this paper, we propose a table re-computation
based IPM scheme that provides 3rd-order security while being
slightly more expensive than table re-computation based BM.
Furthermore, we improve the side-channel security of IPM by
randomly selecting the parameter L from an elaborated low
entropy set, which we call low entropy inner product masking
(LE-IPM). In an Intel Core i7-4790 CPU and ARM Cortex M4
based MCU for AES, we implemented four masking schemes,
namely the addition chain based IPM and table re-computation
based BM, IPM, and LE-IPM. Our proposals perform slightly
slower (by about 0.8 times) than table re-computation based BM
but significantly faster (at least 30 times) than addition chain
based IPM. Furthermore, we assess the security of our proposals
using a standard method named test vector leakage assessment
methodology (TVLA). Our proposals provide the expected security
against side-channel attacks according to the evaluation.

Index Terms—Side-Channel Attacks, Masking Scheme, Table
Re-Computation, Inner Product Masking

I. INTRODUCTION

Side-Channel Attacks (SCAs) exploit various physical leak-
ages of a cryptographic device to recover its sensitive data [5,
20]. During the past two decades, SCAs have been proved to
be serious threats to the practical security of cryptographic
devices [5]. As a consequence, the need for SCA protection
has gained widespread acceptance in the industry, and there
are international standards requiring cryptographic modules to
defend against SCAs. For instance, NIST FIPS 140-3 [1] and
ISO/IEC 17825:2016 [2], which both are security standards for
security modules, claim that cryptographic modules with high-
level security must concern with the mitigation of SCAs.

Masking [3, 4, 7] is one of the most investigated countermea-
sures against SCAs. Essentially, the masking countermeasure

This work is supported in part by National Key R&D Program of
China(No. 2022YFB3103800), National Natural Science Foundation of China
(No.U1936209, No.62002353) and Yunnan Provincial Major Science and
Technology Special Plan Projects (No.202103AA080015).

randomizes the dependency between sensitive intermediate and
side-channel leakages by splitting the sensitive intermediate
into n shares [4]. As a consequence, the effort required to
recover the secret information grows exponentially with the
security order d [3, 20].

Boolean masking (BM) is the most popular masking due to
its simplicity [20]. In BM, the sensitive intermediate is split into
shares using boolean operations, so that the security order d is
no more than n−1. However, the main disadvantage of BM is
the significant overhead associated with their implementation.
Because of the high complexity of non-linear operations, most
research efforts have concentrated on improving non-linear
operations (e.g., SBoxes in AES) for masking schemes [3].
There are primarily two cost-effective solutions to this problem.
The first is to devise a scheme for implementing SBoxes by
computing over finite fields [4, 11], and the second method
involves recalculating the table as a masked SBox [6, 13, 16].
The two approaches are referred to as addition chain based
masking and table re-computation based masking in this paper.
However, the implementation cost of masking remains at least
quadratic to the security order d [6], limiting the practical use
of BM in need of higher order security.

To strengthen the BM, inner product masking (IPM) [7, 9,
10] is proposed as a promising approach to provide higher order
security while keeping share number n small. For instance,
in addition chain based masking, it has been demonstrated
that the IPM scheme implemented with n = 2 provides
approximately 3rd-order security [9], which is the same as BM
with n = 4. In terms of the cost, the overhead of n shares
IPM is higher than that of an n shares BM but lower than
that of an n + 1 share BM [8]. Due to its popularity and
good performance, we focus on the IPM scheme in this paper.
However, the state-of-the-art IPM implementations are based
on addition chains, which are inefficient compared to table re-
computation based BM if the share number is small [12]. Thus,
a natural question arises: can we bridge the gap by designing
a table re-computation-based IPM to guarantee the security of
cryptographic implementations?

Our Contribution. In this paper, we investigate the design
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of two shares IPM based on table re-computation, which costs
close to the table re-computation based BM and is significantly
more efficient than addition chain based IPM. Furthermore, we
propose the low entropy IPM (LE-IPM), which provides greater
security than IPM with slightly higher costs. Our contributions
are as follows.

First and foremost, we propose a table re-computation based
IPM with two shares that achieves 3rd-order security using the
optimal parameter [9]. More importantly, the proposed IPM
implementation is slightly expensive than table re-computation
based BM and much more efficient than addition chain based
IPM. In addition, we improve the IPM by allowing the param-
eter L to be randomly chosen from an elaborated low entropy
set, which we refer to as LE-IPM in this paper. Actually, the
overhead of LE-IPM is slightly higher than that of IPM, but it
achieves higher security as a result.

As a concrete illustration, in two share cases, we benchmark
the efficiency of four masked implementations: addition chain
based IPM [8], table re-computation based BM [12] and the
proposed table re-computation based IPM and LE-IPM. The
four masked implementations are specifically implemented on
an Intel Core i7-4790 CPU. The results show that our proposals
run roughly 0.8 times as table re-computation based BM,
but at least 30 times faster than addition chain based IPM
in total running time. Besides, we use the Keil uVision5
simulator to evaluate the instruction cycles of the four masked
implementations. The results are comparable to those obtained
with the Intel Core i7-4790 CPU.

In addition, we test the security of our proposals in real-
world experiments using an ARM Cortex-M4 architecture. For
security evaluation, the test vector leakage assessment method-
ology (TVLA) [19], which is adopted in ISO/IEC 17825 [2]
as a standard method for leakage assessment, is utilized. We
mount TVLA from the 1st-order to the 4th-order moments of
collected traces. The results show that no available leakage is
detected in our proposed implementations.

II. PRELIMINARIES

A. Boolean Masking

When masking is involved to protect the physical imple-
mentation of a cryptographic algorithm from dth-order attacks,
every sensitive intermediate x is randomly split into n shares
x1, . . . , xn in such a way that the following relation is satisfied:

x = x1 ⊕ x2 · · · ⊕ xn , (1)

where x denotes the sensitive variable and xi denotes the
i-th split share. And it is called BM since this relation is
satisfied for a group of boolean operations. Usually, the d shares
{x2, · · · , xn} which are called masks are randomly picked up,
and the {x1} which is called the masked value is processed in
such a way that it satisfies Eq. (1).

Particularly, look-up tables based BM is a popular coun-
termeasure for side-channel attacks at small masking share
number. When compared to addition chain based masking, this
class of countermeasures for masking SBoxes has the advantage
of supporting pre-processing [12]. Thus, it significantly reduces

the amount of computation required once the unmasked inputs
are available [13]. Indeed, the “online” computation can be as
quick as a table look-up. Note that the masks will be canceled
out in linear operation if the masks for all block values are
the same [14]. Refreshing the masks before and after the non-
linear operation is a popular solution. Another refresh operation
is required to ensure that all blocks are protected by different
masks [12]. It is not difficult to prove the security of the table
re-computation based BM scheme, because each intermediate
is independent of the sensitive key.

The size of the randomized look-up table, on the other
hand, grows linearly with the number of masking shares. As a
result, the RAM memory required to store pre-processed tables
becomes infeasible for higher security orders, which limits the
practical use of BM scheme.

B. Inner Product Masking

To strengthen BM scheme against side-channel analysis,
IPM [7, 8] is proposed as an alternative with high algebraic
complexity. In IPM, the sensitive value is split into n shares
using mixed operations, as shown in Eq. (2).

x = (l1 ⊗ x1)⊕ (l2 ⊗ x2) · · · ⊕ (ln ⊗ xn) , (2)

where the vector l = (1, l2, · · · , ln) is fixed and public (l1 is
set to 1), and xi denotes the i-th split share. The product li⊗xi

is over F2m .
Cheng et al. [9] demonstrated in 2020 how to select optimal

l for IPM in terms of maximizing its side-channel resistance.
By properly configuring the parameters, IPM is able to achieve
3rd-order security with only two shares, whereas BM achieves
the same security order with four shares. Moreover, if they are
all based on addition chains, the cost of an n share IPM is
higher than that of an n share BM but lower than that of an
n + 1 share BM. Specifically, the cost of two shares IPM is
even lower than that of BM with n = 3 [8], but its security
order is identical to that of BM with n = 4 [9].

However, the state-of-the-art IPM implementations are all
based on addition chains [7, 8, 21], resulting in a higher cost
while the share number is small. Thus, we propose a table re-
computation based IPM with two shares in this paper. With the
same share number, our proposal is significantly less expensive
than addition chain-based IPM.

III. TABLE RE-COMPUTATION BASED IPM

A. Table Re-computation for SBoxes

The re-computation for masked table of IPM is similar to the
one of BM. In general, one share of input (or output) is certain
in each Substitution, namely the rin and rout. The algorithm
is shown in Alg. 1.

In Alg. 1, we can see that two tables L and Ln are needed.
Specifically, L[i] outputs the l2 ⊗ i over the finite field, while
Ln[i] outputs the inverse multiplication l−1

2 ⊗ i. Since the
parameter l2 in IPM is public, the tables L and Ln are also
public. It is not difficult to verify that the masked SBox can be
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TABLE I: Comparison of the costs on the block cipher encryption processing

Masking Scheme
Offline

Online
Non-linear processing

Linear processing
#XOR #LUT #XOR #LUT #MUL

AD based IPM [8] – – 8× α× nrd 2× nrd 8× α× nrd 2× β × nrd

TRC based BM [12] 2×2m 2m 4× nrd nrd – 2× β × nrd

TRC based IPM 2×2m 3×2m 4× nrd 3× nrd – 2× β × nrd

1nrd denotes the number of rounds in an unprotected encryption. We have that nrd equals 10 for AES-128.
2α denotes the number of IPM multiplicative gadgets in the addition chain for the SBox [15]. For example, there are at least 4 IPM multiplicative gadgets
included in the addition chain for AES SBox.
3β denotes the number of operations for linear processing per round.

Algorithm 1 Table re-computation in IPM.

Input: Two randomness rin and rout, the unprotected SBox
SBox[2m], Two public tables L and Ln

Output: Masked SBox MSBox[2m]
for i = 0 to 2m-1 do

tmp← SBox[rin ⊕ L[i]]
MSBox[i] = Ln[tmp⊕ rout]

end for
return MSBox

used in IPM, and this substitution processing can be expressed
as follows.

1⃝ x2 ← x2 ⊕ Ln[rin ⊕ x1]// two shares rin, x2.

2⃝ x2 ←MSBox[x2]// two shares rout, x2.

3⃝ x2 ← x2 ⊕ Ln[x1 ⊕ rout]// two shares x1, x2.

We subsequently prove the security of the table re-
computation based IPM scheme. Similar to the proof for BM,
the intermediates in Alg. 1 are independent of the sensitive
key, since the key is not included in this algorithm. In the IPM
masked encryption, the sensitive intermediate x is split into x1

and x2 in the form of inner product, yielding x = x1⊕ l2⊗x2.
As for the operations in substitution, it can be proven that the
sensitive intermediate x (resp. SBox[x]) is split into rin and
x2 (resp. rout and x2) while the inner product form remains
unchanged. Then rout is refreshed by x1 to guarantee the
security for linear operations. Note that the linear processing
of our proposal is identical to that of BM and addition chain
based IPM, which has been proven to be secure [8].

In order to make a clearer comparison of the costs of our
proposal and the other two masking, we list the required
number of basic operations of these masking schemes in per
encryption, as shown in Table I. Specifically, LUT denotes a
look-up table operation, and MUL denotes the multiplication
over the finite field. Note that the MUL operation costs much
higher than XOR or LUT. Because of the high complexity of the
multiplication over the finite field, the MUL operation is much
more expensive than XOR or LUT. The pre-computation for the
masked table is processed offline for the table re-computation
based BM and IPM, as shown in Table I, so they are much
more efficient on non-linear processing than addition chain
based IPM. We can see that the difference between table re-

computation based BM and IPM is primarily due to the number
of efficient LUT operations in processing.

B. Table Re-Computation based IPM for AES as a Study Case

In this section, we present a table re-computation based IPM
for AES as a case study. The masked SBox is re-computed
offline utilizing Alg. 1, and we have m = 8 in this case. The
online processing of IPM masked AES is shown in Alg. 2.

Algorithm 2 Table re-computation based IPM Masked AES-
128 implementation.

Input: 16 bytes plaintext p[16] and keys key[16], 18
bytes randomness r[16], rin and rout, masked SBox
MSBox[256], two public table L[256] and Ln[256]

Output: 16 bytes ciphertext c[16]
1: k[176]← KeyExpansion(key) // Round key k
2: [ST1, ST2]← [r ⊕ p, Ln[r]] // Store the two shares
3: ST1← ST1⊕ k[0 : 15]
4: for i = 1 to 9 do
5: for j = 0 to 15 do
6: ST2[j]← Ln[ST1[j]⊕ rin]⊕ ST2[j]
7: ST2[j]←MSbox[ST2[j]]
8: ST2[j]← Ln[ST1[j]⊕ rout]⊕ ST2[j]
9: end for

10: ST1, ST2← ShiftRows(ST1),ShiftRows(ST2)
11: ST1, ST2← MixColumns(ST1),MixColumns(ST2)
12: ST1← ST1⊕ k[i ∗ 16 : i ∗ 16 + 15]
13: end for
14: for j = 0 to 15 do
15: ST2[j]← Ln[ST1[j]⊕ rin]⊕ ST2[j]
16: ST2[j]←MSbox[ST2[j]]
17: ST2[j]← Ln[ST1[j]⊕ rout]⊕ ST2[j]
18: end for
19: ST1, ST2← ShiftRows(ST1), ShiftRows(ST2)
20: ST1← ST1⊕ k[160 : 175]
21: c← ST1⊕ L[ST2]
22: return c

We can see that totally 18 bytes of randomness are needed in
this algorithm. Among them, 16 bytes of randomness r[16] are
used for encoding the plaintexts, and 2 bytes of randomness
rin and rout are used for substitution. Extra 3 × 28 bytes
are required to store the tables MSBox, L and Ln. With
the help of Alg. 2, we can demonstrate the security of table
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re-computation based masking easier. In Alg. 2, the sensitive
intermediate per operation is split into two shares stored in ST1
and ST2. The security for non-linear SBox has been proven in
Sec. III-A. Overall, the IPM masked AES has a similar running
time to the BM masked one and is nearly twice as long as the
unprotected one.

C. Low Entropy Inner Product Masking

In IPM scheme, the vector l is public [7]. Consequently, the
table L and Ln are also public in table re-computation based
IPM. To increase the security level of IPM, a direct approach
is to keep the parameter l private.

Actually, IPM is a type of code-based masking scheme, and
it has been proved that there are multiple optimal vectors l for
IPM scheme [9]. Based on this finding, the IPM scheme can be
improved in the following ways. Firstly, all optimal vectors are
included in the public set V . Before running the IPM scheme,
the vector l is randomly selected from the public set V . Since
the size of public set V is much less than 2m, we refer to
it low entropy inner product masking (LE-IPM) in this paper.
Intuitively, the side-channel resistance of LE-IPM should be
higher than the original one, because the private l is still the
optimal parameter in a coding-theoretic approach [9].

In a two shares case, the extra cost for LE-IPM is negligible
when compared to that of the IPM scheme, since the main
overhead is additionally selecting the parameter from the set V .
Specifically, the extra tables L and Ln are determined by the
public parameter l2. And there are a total of 12 optimal values
for l2 [17] to make IPM achieve 3rd-order security, which is
listed below in the form of a set V .

V = { 23, 46, 51, 54, 81, 92, 95, 102, 108, 162, 165, 184 } .

Since the size of V equals 12 for the finite field used in
AES [17], the memory cost for storing L and Ln in table
re-computation based LE-IPM is 12 times that of table re-
computation based IPM. As for AES, the memory for storing
public tables is 6 KB (12× 256× 2 Bytes). However, we find
that if i ∈ V , then i−1 ∈ V . It also holds for other finite fields
in [9], and the formal proof will be our future work. With
this observation, the Ln can be generated by L with an offset
setting, and the public table for AES occupies only 3 KB.

IV. EFFICIENCY EVALUATION

A. Evaluation of Running Time On CPU

On an Intel Core i7-4790 CPU running at 3.60GHz, the
addition chain-based IPM and table re-computation-based BM
and IPM are implemented. As discussed in Sec. II, the two
shares IPM is able to achieve 3rd-order security if the parameter
l2 is an optimal one. Meanwhile, the two shares BM can only
achieve first-order security. Note that in LE-IPM, the parameter
l2 is randomly selected from the low entropy set V and is kept
private to the adversary, resulting in a security order greater
than three. We believe that the security order of LE-IPM is
lower than four due to the low entropy set V , and we intend to
prove this in the future.

In this experiment, we evaluate the running time when the
codes are compiled with a generic “x86-64” option and the “-
O3” option. The results are shown in Table II. Note that the
running time of per encryption is measured as an average of
a total of 2,000,000 runs. In Table II, we can observe that
the table re-computation based BM, IPM and LE-IPM are
considerably faster (almost 40 times on x86 compiled option
and 30 times for “-O3” compiled option) than addition chain
based IPM in terms of online running time and total. As for
the comparison of table re-computation based masking, we can
see that the cost of LE-IPM is a little bit higher than IPM, and
the proposed IPM and LE-IPM are roughly 20% higher than
BM in total running time.

B. Evaluation of Embedded Implementations

We additionally take ARM Cortex-M4 as a software target.
Specifically, we evaluate the performance of four masking
schemes on an STM32F4 MCU based on ARM Cortex-M4.
Thanks to the simulator in Keil uVision5, the performance
results are straightforwardly in cycles, as shown in Table III.

It is obvious that the results on the MCU are different from
those of CPU, especially for the offline processing. Compared
to the re-computation based BM, the additional overheads of
our proposed IPM and LE-IPM are nearly 50% and 90% on
the typical 32-bit processor, respectively. Fortunately, the cost
of offline processing accounts for a small proportion of that of
the total encryption, and the costs of the three masking schemes
in online processing are very close. So that the costs of IPM
and LE-IPM are roughly 20% higher than that of table re-
computation based BM as well. More importantly, the table re-
computation based IPM and LE-IPM are much more efficient
(about 35 times) than the addition chain based IPM.

V. SECURITY EVALUATION

A. Experimental Setup

Our measurement setup is shown in Fig. 1. It consists of
the ChipWhisperer-Lite board, the CW308 UFO board and the
CW308T-STM32F4 target board. The target board contains a
32-bit ARM Cortex-M4 MCU with an STM32F405 device.

Fig. 1: Our environment for collecting power traces.

It is a relatively ideal environment with low noise for power
analysis since the highest Signal-to-Noise Ratio (SNR) is close
to 100. For comparison, the highest SNR of DPA Contest v4.1,
which is a public data set for side-channel analysis, is roughly
30 [18]. Consequently, this environment has been widely used
in the field of side-channel analysis [11].
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TABLE II: Comparison of the security and running time in masked AES implementations on an Intel Core i7-4790 CPU running
at 3.60GHz.

Security &
Running Time

Masking scheme with two shares

AD based IPM [8] TRC based BM [12] TRC based IPM
(our proposal)

TRC based LE-IPM
(our proposal)

Security order 3rd-order 1st-order 3rd-order ≥ 3rd-order

Compiling with a generic x86 option (“-x86-64”)

Offline [ms] – 0.598 0.655 (9.53% ↑) 0.914 (52.84% ↑)

Online [ms] 183.336 3.568 3.705 (3.84% ↑) 3.858 (8.13% ↑)

Total [ms] 183.336 4.166 4.360 (4.66% ↑) 4.772 (14.55% ↑)

Compiling with an optimized option (“-O3”)

Offline [ms] – 0.181 0.221 (22.10% ↑) 0.233 (28.73% ↑)

Online [ms] 24.937 0.513 0.652 (27.10% ↑) 0.661 (28.85% ↑)

Total [ms] 24.937 0.694 0.873 (25.79% ↑) 0.894 (28.82% ↑)

TABLE III: Comparison of the security and clock cycles in masked AES implementations on a Cortex-M4 MCU.

Security &
#Cycles

Masking scheme with two shares

AD based IPM [8] TRC based BM [12] TRC based IPM
(our proposal)

TRC based LE-IPM
(our proposal)

Security order 3rd-order 1st-order 3rd-order ≥ 3rd-order

Offline – 3988 6036 (51.35% ↑) 7656 (91.98% ↑)

Online 1340177 26184 29421 (12.40% ↑) 30278 (15.64% ↑)

Total 1340177 30172 35457 (17.52% ↑) 37934 (25.73% ↑)

B. Evaluation of Side-Channel Resistance

To evaluate the side-channel resistance, we apply test vector
leakage assessment methodology (TVLA) [19] to the addition
chain based and table re-computation based IPM implemen-
tations, which are achieved on the experimental setup. TVLA
was proposed at a NIST non-invasive attack testing workshop
in 2011 and has since become one of the most popular methods
for assessing leakage. Specifically, TVLA is based on student’s
t-test, and aims to detect the difference in the expectation of
two leakage groups [19], e.g., the two leakage groups can be
divided by one bit of the sensitive intermediate. If the absolute
value of the output of t-test, expressed as |t|, is greater than 4.5,
the corresponding leakages are considered to be related to the
sensitive intermediate, consequently the tested implementations
are deemed vulnerable.

Firstly, we implement a two shares addition chain based
IPM scheme for AES SBox referring to the public higher-order
masked implementation by Balasch et al. [8]. The sampling rate
is set to be 30 MS/s. A total of 500,000 traces for the masking
implementation are recorded for t-test, and 150 points around
the Substitution are taken into the test. The collected traces
are then subjected to the t-test, and the groups are divided by
the least significant bit. Note that in the higher order t-tests,
the leakages are pre-processed by higher order moments after
a centralization. The results are shown in Fig. 2.

We can see in Fig. 2 that there are no leakages related to the
sensitive intermediate according to the 1st-, 2nd- and 3rd-order
t-tests, but there are according to the 4th-order t-test.

Since the XOR in step three runs after an look-up table
operation for the affine function, the leakages corresponding

to x1 and x2 partially overlap. Thus, the overlapped leakages
are related to sensitive values according to 4th-order t-test.

We implement the table re-computation based IPM and LE-
IPM schemes for AES SBox, which are proposed in this paper.
Similarly, 500,000 traces are recorded for t-tests, with 150
points used in the detection. We then perform the t-test on the
collected traces, and the results are shown in Fig. 3 and Fig. 4.
The standard t-test method detects no available leakages related
to the sensitive intermediate.

VI. CONCLUSION

In this paper, we propose a table re-computation based
IPM scheme, which provides a higher security order without
compromising the costs thanks to the public parameter L in
IPM. Moreover, we improve the side-channel security of IPM
by keeping the parameter L to be randomly selected from an
elaborated low entropy set. We have implemented the masking
schemes for AES in real world devices. The results show they
run slightly slower than BM scheme but much faster than
addition chain based IPM. However, because our proposals are
with two shares, they can only approach 3rd-order security. Our
future work will include the design and evaluation of a table
re-computation based IPM with more shares.
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Fig. 2: T-test on addition chain based IPM implemented on a 32-bit ARM Cortex-M4 MCU.
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Fig. 3: T-test on table re-computation based IPM implemented on a 32-bit ARM Cortex-M4 MCU.
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Fig. 4: T-test on table re-computation based LE-IPM implemented on a 32-bit ARM Cortex-M4 MCU.
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