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Abstract—A networked intermittent system (NIS) is often de-
ployed in the field for environmental monitoring, where sink
nodes are responsible for relaying the data captured by sensors
to a central system. To evaluate the quality of the captured
monitoring data, Age of Information (AoI) is adopted to quantify
the freshness of the data received by the central server. As the
sink nodes are powered by ambient energy sources (e.g., solar
and wind), the energy-efficient design of the sink nodes is crucial
in order to improve the system-wide AoI. This work proposes
the energy-efficient sink node design to save energy and extend
system uptime. We devise an AoI-aware data forwarding algorithm
based on the branch-and-bound (B&B) paradigm for deriving
the optimal solution offline. In addition, an AoI-aware data
forwarding algorithm is developed to approximate the optimal
solution during runtime. The experimental results show that
our solution can greatly improve the average data freshness for
148% against existing well-known strategies and achieves 91%
performance of the optimal solution. Compared with the state-of-
the-art algorithm, our energy-efficient design can deliver better
A3oI results by up to 9.6%.

Index Terms—Data freshness, Age of Information (AoI), net-
worked intermittent systems (NESs), energy harvesting (EH)

I. INTRODUCTION

Environmental monitoring tracks real-time physical condi-
tions for a specific purpose, such as wildlife tracking, disaster
monitoring, and structural health monitoring. Usually, sensor
nodes are deployed in the field for monitoring and transmitting
the collected environmental data to a central controller so as to
reflect the real-time status of the target environment. In order
to fulfill the demand for a longer lifetime and low maintenance
overhead, these sensors are often powered by ambient energies
(e.g., solar, wind, and radio-frequency) without batteries, and
they are also known as networked intermittent systems (NISes)
[1], [2] owing to the intermittent execution behaviors caused
by the unstable energy sources.

A common system hierarchy of NISes is illustrated in Fig. 1,
where there is a sink node (K) sets between the sensors (S)
and the controller (C) to relay the collected data from K
to C. The hierarchical structure offers the flexibility of the
system extensibility; that is, it can be extended by duplicating
S and K. On such systems, the data freshness (i.e., the end-
to-end latency of the data collected by S being received by
C) becomes an important issue since S and K are powered by
harvesting the unstable energy sources, where energy harvesting
rates and energy consumptions are different across different ap-
plication/system combinations. Without proper considerations,
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Fig. 1. System model overview.

the controller may, in the worst-case scenario, not be able to
receive any status update when S and K are down at the same
time (because of insufficient harvested energy).

Research works have been done to optimize the data fresh-
ness from the perspective of sensor nodes [3], [4], [5]. For
example, Yates et al. [3] propose an online strategy for the
sensor nodes to decide the update timing (data forwarding from
S to C) under the limited energy arrival rates with different
energy buffer sizes (i.e., finite energy, infinite energy, and one
unit of energy). Bacinoglu et al. [4] develop both online and
offline solutions for sensor nodes with an infinite capacity of
energy buffer. Wu et al. [5] considers the long-term averaged
data freshness of a single update source (i.e., a sensor node)
and shows the optimality when the status updates are sent over
uniformly-spaced time intervals.

In order to cope with a larger NIS with massive sensor nodes,
the recent research trend is shifting to sink nodes as each sink
node can help forward the data updates from many sensor
nodes, and the data forwarding strategy on the node is critical
to ensure data freshness [6], [7]. Especially, the forwarding
algorithms on a sink node have been developed to provide
fresh data by considering the characteristics of the energy
harvesting rate and the energy consumption of the sink node,
which are often referred to as the energy causality constraints.
Nevertheless, the solutions are based on strong assumptions
about the target system models. That is, Zhou et al. [6] assume
that a sink node is responsible for the updates from a single
sensor node, and they further study a large data buffer on the
sink node to buffer updates sent by multiple sensors [7]. The
assumptions render them improper for real-world applications.
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This work is motivated by the need of the large NIS, where
each sink node powered by unstable energy is responsible
for forwarding data updates from multiple sensors without
requiring large hardware resource consumptions. In particular,
the sink node is required to immediately forward or discard the
received updates (i.e., without the data buffer) while the opti-
mization of the average data freshness is done by considering
the energy causality constraints (i.e., a limited energy buffer
and a non-deterministic energy harvesting rate). Based on the
need, we propose an offline forwarding algorithm to provide
the upper-bound performance of the data freshness problem
(the Age of Information, AoI [8], [9] is used to quantify the
performance) based on the branch-and-bound (B&B) algorithm,
which we believe is the first work to explore the optimal
update forwarding policy considering the AoI calculation and
the energy causality constraints on top of the classical B&B
algorithm. In addition, to facilitate the deployment in the field,
we present an online algorithm to approximate the presented
upper-bound performance, where the decision can be made in a
constant time. The experimental results show that our online so-
lution greatly improves the performance by 148% and 7.9%, in
terms of the average data freshness, against the two well-known
strategies, and achieves 91% of the performance delivered by
the ideal solution. Besides, the performance delivered by the
online algorithm is close to that by the prior work relying on a
data buffer in most cases [7], and saves a significant amount of
energy which can be used for forwarding extra status updates
or extending the system execution time while improving the
A3oI by up to 9.6%.

The rest of this paper is organized as follows. Section II
presents the background and motivation of this work, which
is followed by the proposed solutions in Section III, including
the offline performance estimation and the online update for-
warding algorithm. Section IV provides a series of experimental
results to demonstrate the efficiency of the proposed solutions,
and Section V concludes this paper.

II. BACKGROUND AND MOTIVATION

A. System Model

The target system model is illustrated in Fig. 1, where a
multi-hop network is adopted to cover a wide region. In this
work, we use the NIS with a single sink node to present our
ideas, and the developed algorithms can be applied to every
other sink node presented in the system network, if any. The
key components of the NIS are described as follows.

Sensor node. We consider n sensor nodes, each of which
is an intermittent system si driven by the ambient energy. A
sensor generates a sequence of status updates according to a
Poisson process of rate λi different from the others since each
sensor might be deployed at a different location exhibiting a
distinctive energy harvesting rate in energy harvesting-based
application scenarios [10].

Sink node. A sink node operates intermittently, forwarding
the data updates sent from multiple sensor nodes when it has
sufficient energy. When a sink node receives a status update
ui,j , it immediately decides to either forward or discard the
status update based on the designated strategy, and its energy

expenditure is normalized to an energy unit for each data
forwarding. We assume a sink node is equipped with an energy
buffer containing B energy units, and an energy unit is charged
based on a Poisson process with the rate of η, according to the
prior work [5].

Central controller. A central controller is backed by a stable
energy source and is responsible for monitoring the real-time
status of the target environment through the data collected by
the sensor nodes. The accuracy of the monitoring process can
be assessed by the freshness of the updated data, in terms of
the Age of Information [8], [9], which is formally defined as
below.

Definition 1: The Age of Information (AoI) ∆i(t) of an
update source si at time t is defined as the difference between
the current time t and the timestamp Li(t) of the latest time the
central controller received the status update from sensor node
si:

∆i(t) = t− Li(t). (1)

Based on Definition 1, the average AoI (A2oI) ∆i of a
single update source si within the time interval [0, T ] can be
formulated as:

∆i =
1

T

∫ T

0

∆i(t)dt. (2)
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Fig. 2. An example of the age of information.

Fig. 2 depicts the course of an evolution process of ∆i(t)
observed at a central controller. It is assumed that ∆i(t) is
initialized to zero at the beginning of the monitoring process,
i.e., t = 0. Upon the arrival of a new update, the corresponding
age of si (∆i(t)) is reset to zero; otherwise, it grows as time
elapses. Xi,l denotes the time interval between the l-th and
(l− 1)-th time points, where the central controller receives the
status updates of the sensor node si. For example, there is an
update sent by si at t2 and the central controller receives the
update at t3.

As the areas of isosceles triangles in Fig. 2 represent the
A2oI , Equation 2 can be rewritten as the sum of the isosceles
triangle areas Qi,l, and the A2oI of a sensor node si in the
time interval [0, T ] becomes:

∆i =
1

T

Yi∑
l=1

Qi,l =
1

2T

Yi∑
l=1

X2
i,l, (3)

where Yi is the total number of status updates received by the
central controller from sensor node si.

 



Following Equation 3, the system-wide AoI (i.e., multiple
sensor nodes) can be measured as the average of A2oI (denoted
as A3oI), which can be formulated as the average of A2oI of
the total number n of sensor nodes served by a sink node.

1

n

n∑
i=1

∆i =
1

2nT

n∑
i=1

Yi∑
l=1

X2
i,l. (4)

B. Motivation

The design of sink nodes in NIS is important for the
system to obtain fresh data for further data manipulations
required by applications. As the sink nodes are powered by
intermittent energy, it is crucial to minimize hardware resource
usage/utilization in order to have a longer lifetime and lower
maintenance overheads since a higher resource requirement
means larger power consumption and more hardware compo-
nents, which increase the hardware failure rate, the frequency
for system maintenances, and hence the total cost of owner-
ship [11], [12].

This work aims at the sink node design with limited hardware
usage (i.e., without the presence of the data buffer for storing
the updates). The major challenge of such a design is that
the sink node has to immediately decide whether forward-
ing or discarding the arrived status updates, considering the
current energy budget and the non-deterministic input energy.
Specifically, the decisions are made sequentially over uncertain
discrete-time periods for optimizing the system-wide AoI (i.e.,
A3oI). An aggressive forwarding policy can minimize the AoI
at the current time point, but it would miss a better forwarding
timing, which produces a lower A3oI in the long run. On the
other hand, a conservative forwarding strategy may waste the
harvested energy since the harvested energy will be dropped
when the energy buffer is full. Besides, in order to obtain a good
A2oI across the system (i.e., A3oI), the decisions should be
made according to the current remaining energy on the sensor
nodes since unbalanced A2oI among sensors would degrade
the overall performance A3oI .

This work is motivated by the challenges of the design
of the forwarding strategy for the sink node within a NIS.
Our goal is to minimize the A3oI of the status updates
sent by sensors in the NIS to provide the freshest data of a
monitoring application. As the AoI value is computed based
on the previous forwarding time (according to Definition 1),
the solution to the AoI optimization problem cannot be found
in linear time, where the AoI optimization problem can be
considered as a sequential decision problem. To tackle the
challenge of making the decisions immediately, we propose an
AoI-aware Branch-and-Bound (B&B) algorithm to derive the
upper-bound performance of the AoI optimization problem. To
the best of our knowledge, we are not aware of any other work
that provides such information considering the AoI calculation
characteristics and energy causality constraints on a classical
B&B algorithm to find the optimal solution. Furthermore, we
propose an AoI-aware online update forwarding algorithm to
approximate the optimal solution in constant time to provide
immediate decisions by considering the dynamic AoI values

during runtime and the stochastic update arrival pattern under
the energy causality constraints.

III. DATA FRESHNESS OPTIMIZATION

A. Problem Formulation

The objective of the proposed AoI optimization problem is to
minimize the A3oI subject to the energy causality constraints
by finding an update forwarding set F from the status update
arrival set U in time T , as shown in Equation 5.

Minimize
1

n

n∑
i=1

∆i, ∀i ∈ {1, ..., n},

Subject to 0 ≤ b(t) ≤ B,
(5)

where b(t) denotes the number of energy units stored in the
energy buffer at time t. Following Equation 3, our objective can
be also presented as minimizing the total area of all isosceles
triangles among n sensor nodes in the given time interval [0, T ].

The energy causality constraint consists of two general
principles obtained from the energy consumption and energy
absorption behavior in the sink node. Specifically, at time f.t,
the instant before the sink node forwards an arrival status
update, the sink node must have at least one unit of energy
stored in its energy buffer.

b(f.t) ≥ 1, ∀f ∈ F, (6)

where F is the update forwarding set and f denotes the status
update decided to be forwarded at time f.t. Moreover, the
harvested energy unit increases over time unless the number
of energy units reaches the maximum capacity B of the energy
buffer. Thus, with the energy charging rate η and E(η) denoting
the number of energy units arrives in [t− 1, t), the energy unit
is defined as Equation 7.

b(t) = min{b(t− 1) + E(η), B}. (7)

B. AoI-aware Branch-and-Bound Algorithm

1) Observations and Limitations: There exist many algo-
rithms proposed for searching the exact solution of optimization
problems, such as the Branch-and-Bound (B&B) algorithm.
However, these algorithms may be inefficient and, more se-
riously, incorrect when deployed on the proposed AoI opti-
mization problem. This is because they are designed for stable-
powered conditions without considering AoI as their perfor-
mance metric. Specifically, the A2oI monotonically increases
as the time elapses since it is calculated by adding all the
convolution areas (i.e., 1

2X
2
i,l), as illustrated in Equation 3. For

example, the area constituted by the evolution of AoI at time
t is always smaller than the area at time t+ a, no matter how
long the time goes.

Moreover, the A2oI always becomes smaller when the total
number of update forwarding is larger. This is because any
forwarding decision divides the area of an isosceles triangle into
two smaller isosceles triangles and a parallelogram, where the
parallelogram can represent the performance gain. For example,
in Figure 2, the isosceles triangle between the time interval
[t3, t5] is divided into three parts by the green dashed line if
the sink node decides to forward the arrival status update at time

 



t4. These characteristics allow us to efficiently reduce a large
amount of searching time by halting the searching process of
the non-optimal solution spaces on a sub-problem.

On the other hand, the solution may wrong if the consumed
energy exceeds the harvested energy even the total energy
consumption is not, without considering the causation of energy
harvesting condition. Therefore, we propose to introduce the
AoI calculation characteristics and energy causality constraint
into the B&B algorithm.

2) AoI-aware Branch-and-Bound Algorithm: A branch-and-
bound (B&B) based algorithm design paradigm leverages a
tree search strategy to enumerate all possible solutions sys-
tematically to find the optimal solution for a given problem.
It naturally fits the A3oI optimization problem since each
decision (forward or discard) is binary and the problem can
be formulated as the binary tree to represent the sequence
of the binary decisions (i.e., forward or discard), where the
B&B can be applied on the tree to find the solution. With the
profiles of the harvested energy and the status updates, the made
decisions can be constructed as a completed B&B binary tree
that represents the entire solution space to the optimization
problem. That is, the optimal solution can be identified by
visiting all decision sequences (tree paths) with B&B algorithm.

Fig. 3 illustrates an example of mapping the A3oI opti-
mization problem onto the B&B algorithm. For example, the
nodes #2 and #9 represent the forwarding/discard decisions
made for the first status update u1,1, and the nodes #6 and
#7 are for the fourth update (i.e., u1,3). Comparing the A3oI
values for the nodes #6 and #7, one can simply know that
the forwarding decision made for u1,3 achieves a better result
(with a lower A3oI value). The search path from the root node
toward node #6 can be regarded as a candidate for the optimal
solution. On the other hand, for the nodes with larger A3oI
values, they will be bounded, e.g., the nodes #8 and # 10 are
determined to be non-optimal candidate solutions because the
A3oI monotonically increases as the time elapses.

The depth-first search algorithm is adopted along with the
B&B paradigm on the binary tree to look for the optimal
solution, where the tree node number is the same as the
sequence number during the depth-first search, and the node
label (e.g., b = 1) represents the remaining energy at the time
point of making a decision.

It is worth noting that the improper states will produce
inaccurate and inefficient results, and they should be bounded
too. The underflow and overflow situations are the improper
states, and they render the system as a lack of energy (b(t) < 0)
that incurs wrong result, or waste of energy (b(t) > B) that
can be regarded as non-optimal candidate solutions since the
A3oI always becomes smaller when the total number of update
forwarding is larger. For instance, the nodes #3 and #11 are
examples of the underflow (b < 0) and overflow (b > 2)
situations, given that the capacity of the energy buffer is two
units. By pruning off the sub-trees rooted by the nodes with
improper states, the proposed B&B algorithm finds the result
correctly and efficiently in the depth-search fashion.
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Fig. 3. Illustration of the AoI-aware B&B algorithm.

C. AoI-aware Update Forwarding Algorithm

The optimal A3oI can be approximated by minimizing Equa-
tion 4, which means the area of each isosceles triangle ( 12X

2
i,l)

should be minimized that further implies the minimization of
Xi,l denoted as Xopt. According to Lemma 1, Xopt can be
obtained when a sink node can forward the updates from each
sensor node with the equal opportunity. As an energy unit is
used to forward a status update, (η ∗T )/n is used for n sensor
nodes to equally share the harvested energy at the sink node
within a time interval T , where (η ∗ T ) represents the total
number of harvested energy unit. To further determine Xopt for
each sensor node, T/((η ∗ T )/n) is thus used to estimate the
best forwarding time interval based on the provided energy on
the sink node. The derivations of the above concept is provided
in Equation 8.

Xopt ≈
T

(η ∗ T )/n
=
n

η
. (8)

It is worth noting that the equation is designed based on the
concept of equally spending the energy resource on each sensor
node. Hence, Xopt is the same across sensor nodes, implying
that all the sensor nodes have the same priority in the NIS and
they have the same aging rate for the target application.

Lemma 1: Assume that the sum of n terms is fixed and equal
to M . The minimum of the sum of squares is M2/n when
each term is equal to M/n, according to the Cauchy–Schwarz
inequality [13].

The proposed AoI-aware update forwarding algorithm is
developed with the derived Xopt, as listed in Algorithm 1. The
sink node forward the status update only if the time interval
generated by the current update (i.e., |ui,j − ui,j−1|) is closer
to Xopt (= n

η ) than the time interval generated by the next
status update (i.e., |ui,j+1 − ui,j−1|). The exception is that in
order to avoid the energy waste, the forwarding is triggered
when the energy buffer is full, as depicted in Line #6. Note
that the timestamp of the next arrival status updates ui,j+1 of
node i is calculated according to λi under the stochastic analysis
model. It is important to note that in order to achieve the time
complexity of O(1), the forwarding interval is compared with
the sensor with the updated status, rather than other sensors
(which results in O(n)).

 



Algorithm 1: AoI-aware Update Forwarding Algorithm
input : E = {e1, e2..., em}, U =

{u1,1, u1,2, ..., u1,j , ...ui,j}, B
output: Update forwarding decision

1 b(t) ← 0
2 while true do
3 if harvested energy unit arrives then
4 b(t) ← min{b(t) + 1, B}
5 if update arrives and b > 0 then
6 if b(t) = B or

|n/η−(ui,j−ui,j−1)| < |n/η−(ui,j−1−ui,j+1)|
then

7 Forward the current update
8 b(t) ← b(t) - 1
9 else

10 Discard the current update

IV. PERFORMANCE EVALUATION

A. Experimental Setup

We develop an AoI-based simulation for evaluating perfor-
mance by comparing the proposed AoI-aware online update
forwarding algorithm (denoted as Online) with the well-known
strategies which are best-effort update forwarding algorithm [3]
(denoted as Best-effort) and energy-balancing update forward-
ing algorithm [14] (denoted as Balanced). Specifically, the best-
effort algorithm always chooses to forward the received status
updates as long as it has sufficient energy, while the balanced
algorithm decides to forward the updates when the data fresh-
ness of the corresponding source exceeds a pre-defined A3oI
threshold. Furthermore, we compare the performance with the
state-of-the-art design of an energy-harvesting sink node in [7],
denoted as EH offline and EH online for their offline and
online algorithms, respectively, where a data buffer is dedicated
to store the arrived updates when the sink node does not have
sufficient energy for forwarding.

In the simulation, we consider n sensor nodes si continuously
generate a sequence of status updates with an independent rate
λi and send them to the central controller via a sink node. The
sink node harvests energy at a rate η, and it is equipped with an
energy buffer, which can store B units of energy. Note that both
λi and η are generated followed by the Poisson process [5], [7].
The system is assumed to start with an empty energy buffer and
zero ages.

B. Comparing to the Optimal Solution

Figure 4 shows the A3oI of five different update forwarding
strategies normalized to the optimal solution, i.e., the proposed
AoI-aware B&B algorithm (denoted as AoI-B&B). The per-
formance difference between our online algorithm (denoted as
AoI-forwarding) and AoI-B&B is only 9%, and AoI-forwarding
achieves about 8% and 161% performance improvement over
the balanced and best-effort strategies, respectively. It is im-
portant to note that AoI-B&B performs better than EH offline
(which renders that EH offline is not an optimal solution) and
AoI-forwarding performs as close as EH online (about 1%)
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without the presence of a data buffer for storing the updates.
A closer comparison between our work and the prior work
(EH online) is given in Section IV-D.

C. Evaluating Performance under Different Parameters

In order to demonstrate the capability of the proposed solu-
tions in different scenarios, we perform the experiments with
different settings for the four system design parameters (i.e., n,
η, λi, and B). By default, the parameters n, η, λi and B will be
fixed in 10, 2, 1 and 10, respectively. Figure 5 shows that AoI-
forwarding (and EH online) outperforms the well-known strate-
gies (148% for the best-effort and 7.9% than the balanced).
The best-effort algorithm, which is not specifically designed
for energy harvesting conditions, performs similarly with our
online solution when the harvested energy is enough to cover all
update forwarding, i.e., when the absorbed energy is sufficient
to cover the forwarding of arrived updates. Otherwise, the best-
effort strategy performs much worse than AoI-forwarding. That
is why best-effort has the worst performance most of the time.

The balanced strategy utilizes the harvested energy conserva-
tively with the fixed AoI threshold, but it does not consider the
limited capacity of the energy buffer (i.e., an energy causality
constraint). For example, when the capacity of the energy buffer
is small, the performance of the balanced strategy is close to
AoI-forwarding, but with the increase of B, AoI-forwarding

 



performs better, as shown in the bottom-right of Figure 5.
This experiment results further demonstrate that the balanced
strategy cannot fully utilize the capacity of the energy buffer.

When the energy buffer size sets to one as shown in the
bottom-right of Figure 5, AoI-forwarding performs worse than
others since the design philosophy at this extreme case is to
make the best use of absorbed energy (to not waste energy) and
AoI-forwarding forwards the arrived updates whenever possi-
ble. In such a case, AoI-forwarding has the same performance
as the best-effort algorithm. On the other hand, EH online
uses a data buffer to forward the stored updates when the
energy is enough for the transmission. Our results suggest
when the energy buffer size becomes larger, AoI-forwarding is
competitive or similar to that delivered by EH online without
the energy consumed by the data buffer. For example, when
B = 3, the performance difference between AoI-forwarding
and EH online is only 10.27%, and less than 1% when B > 5.

D. Performance Impact of the Design without Data Buffer

TABLE I
PERFORMANCE ACHIEVED BY AOI-FORWARDING AGAINST

EH ONLINE [7].

η Saved power (mW ) A3oI difference (%)
5 21.84 -2.296
4 37.17 -1.846
3 46.79 -2.052
2 50.03 +0.002
1 50.49 +9.682

While EH online benefits from the data buffer when B is
small (as described in Section IV-C), it consumes a significant
amount of energy to store the received data, especially when
the absorbed energy is not sufficient for transmitting a relatively
large size of incoming data. Table I lists the saved energy
and the difference of the A3oI of AoI-forwarding against
EH online [7], using the default settings described in Sec-
tion IV-C under the different settings of η. The bottom of the
table shows that AoI-forwarding is an energy-saving solution,
achieving a better A3oI value, which is about 9.6% better than
that delivered by EH online. Specifically, EH online requires
the extra 50.4 mW of power to buffer the data when the
harvested energy (η = 1) cannot afford to the data transmission.
Concretely, this amount of power can support an intermittent
device (e.g., TI MSP430) to run for 10 more seconds, or it
can be used to forward 400 pieces of status update data (e.g.,
with the CC2420 radio transceiver). Furthermore, EH online
is not aware of the data freshness for the stored data as it
always decides to forward the longest buffered update without
comparing the AoI among sensor nodes, and hence, its A3oI
is 9.6% larger than ours.

V. CONCLUSION

This paper studies the update forwarding strategies of the
EH-based sink node to optimize the data freshness among
multiple sensor nodes in NISs. Specifically, the sink node has
to decide which status updates received from multiple sensor
nodes should be discarded or forwarded to the central controller

for monitoring. We develop an AoI-aware B&B algorithm as the
optimal solution and a constant time online update forwarding
strategy to optimize the data freshness without being over-
relevant on the need of data buffer. Our online solution can
greatly improve the average data freshness for 148% against
the well-known solutions, and it is only 9% worse than the
optimal solution. It is important to note that the performance
of AoI-forwarding is close to that of the prior work relying on
a data buffer in most cases (i.e., except when the capacity of
energy buffer is extremely low), and save a significant amount
of energy for more update forwarding and extend the system
execution time.
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