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I. INTRODUCTION

Cattle diseases have a significant negative impact not only
on the animals’ welfare but also on the economic performance
of the cattle industry [1], [2]. For example, Bovine Respiratory
Disease is responsible for approximately 75% of the morbidity
and 57% of the mortality in US feedlots, which is estimated
to cost the agriculture industry about $1B annually [1], [2].
The current management practice to diagnose and select cattle
for treatment is a widespread clinical scoring system called
DART (Depression, Appetite, Respiration, and Temperature).
DART requires manual labor and skilled personnel, which
is a limiting factor due to labor-shortage in several industry
sectors, including agriculture [3]. Therefore, a continuous and
automated IoT solution to predict the health state of a cow is
a critical tool for the cattle industry.

This paper presents a wearable smart cattle health moni-
toring system that can completely operate at the edge. Fur-
thermore, this is the first study that learns how to use sensor
data to predict DART scores that differentiate healthy and sick
animals. We thoroughly analyze accelerometer data collected
from 54 cows to identify patterns that relate to their daily
behavior. Then, we systematically construct 33 features that
enable us classify healthy and sick animals using eleven
shallow decision tree (DT) classifiers and majority voting.
Our approach outperforms thirteen state-of-the-art (SOTA)
time series classifiers in the literature, with 78% accuracy in
differentiating healthy and sick cows. Moreover, the proposed
approach uses only 1 KB on-chip SRAM and consumes 29 µJ
in a day on a prototype wearable device.

II. METHODOLOGY

A. Dataset Collection and Preprocessing

This experiment was conducted with 54 cows at a Livestock
Research Center over 25 days following a protocol approved
by Institutional Animal Care and Use Committee. A 4-point
scale technique based on DART as defined by [4] was used by
trained personnel to track animal health every day throughout
the trial. In addition, HOBO Pendant G acceleration data
loggers were fitted to all 54 cows on the same day of feedlot
arrival. They were mounted to the right rear leg to record 3-
axis acceleration data at 1-minute intervals.

After pre-processing the accelerometer data from all 54
cows, we obtain 350 segments; 180 and 170 segments for
“Healthy” and “Sick” classes, respectively. Each segment is
a (3, 1440) matrix, where 3 is the number of accelerometer
channels and 1440 is the minutes in a day.

B. Feature Construction

The 3-axis acceleration data consists of three distinct clus-
ters that generalize to all cows in the dataset. We can infer
that these three clusters correspond to different activities,
such as, lying down, standing, and eating or a similar ac-
tivity. Therefore, we use a density-based clustering algorithm
(HDBSCAN [5]) to map each sample to one of the three
clusters, and generate a one-dimensional tri-state time series
data. This data is valuable since it correlates with the daily
cattle behavior, e.g., how long they lie down, feed, and how
often they change their state. Thus, we transform the raw
accelerometer data to a one-dimensional time series to reduce
redundancy and improve correlation with daily behavior that
is representative of cattle health.

Inspecting the one-dimensional data reveals consistent ob-
servations, which motivated us to construct a set of features
that encode the daily behavior. We first divided each day into
three 8-hour segments since the cow behavior show variations
during night, morning, and later in the day. For each segment,
we count the number of minutes spent in each state and the
number of state transitions. As a result, we end up with 27
features that summarize the daily behavior of the animal.
Moreover, we add six more features: The max, min, |max-
min|, norm, variance and the mean of the feature vector.

III. EXPERIMENTS

A. Experimental Setup

We aim for a system that generalizes to all cows rather
than focusing on a single subject. Therefore, we first randomly
sample 10 cows out of the 54 cows for the test set. Then,
data from the remaining 44 cows are merged into a training
set. Furthermore, we repeat the procedure 7 times for each
classifier to minimize the effects of random sampling, i.e., we
apply 7-fold cross validation.

According to the results presented in a recent review [6],
we choose thirteen SOTA time series classifiers that perform
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Fig. 1: 7-fold cross validation results of all classifiers. Compared to InceptionTime, our technique does not only increase the
accuracy from 73% to 78%, it also uses over 36× less memory and has negligible execution time and energy consumption.

statistically better than the rest. LSTM, FCN, and Inception-
Time are deep learning approaches, implemented in the tsai1

python package. TSFresh and Catch22 are automatic feature
extractors that extract predefined sets of features from the input
data. We use the tsfresh2 and sktime3 python packages
for the TSFresh and Catch22 implementations, respectively.
TSF, RISE, ROCKET, STC, CIF, MUSE, cBOSS and ProxF
are statistical methods that apply various transformations to
the data and extract features from the transformed data. We
use their implementations in the sktime3 python package.

B. Experimental Results

Using the 3-axis raw accelerometer data: The raw ac-
celerometer data has three channels, i.e., it is a multivariate
data. Nine of the thirteen classifiers support multivariate sig-
nals. Their average accuracy (over 7-fold CV) are shown by
orange striped bars in Figure 1. Among them, InceptionTime
obtains the highest accuracy with 73% and FCN follows
closely with 72%. CIF and STC perform very poorly with
53% and 52% classification accuracy, respectively.

Although InceptionTime and FCN can obtain relatively
good accuracy, using these classifiers directly on the raw data
has several drawbacks. First, they are hard to interpret, as we
do not understand the implicit representation of the data within
the classifiers. Second, their computational complexities are
high, rendering them unsuitable for resource-constrained edge
devices. Finally, the data processing overhead is significant
since they use all of the data.
Using the extracted state representation: All thirteen clas-
sifiers support univariate signals. Figure 1 shows the accuracy
of all of them with diagonally striped black bars. Using the
extracted state representation needs less processing effort than
using the raw data, but the classification accuracy deteriorates
significantly. The accuracies for this case are lower than 70%
across the stack. In addition, most of the multivariate classifiers
perform worse, STC being the only exception. For example,
the accuracy of InceptionTime decreases from 73% to 67%.

1tsai. [https://github.com/timeseriesAI/tsai]
2tsfresh. [https://github.com/blue-yonder/tsfresh]
3sktime. [https://github.com/alan-turing-institute/sktime]

Proposed Technique: Our proposed approach uses a Random
Forest classifier with 11 decision trees, each with a maximum
depth of 10. We achieve 78% classification accuracy with 82%
sensitivity and 74% specificity using our constructed feature
set, as illustrated in Figure 1.

Our approach not only achieves the highest accuracy, but
also has significantly smaller memory footprint and energy
consumption. We implemented the proposed real-time tech-
nique on TI CC2652R Microcontroller, which has 48 MHz op-
erating frequency, 352 KB flash memory, and 80 KB SRAM.
Our approach requires only 10 KB flash (for program) and
1 KB SRAM (for data) memory, over 36× smaller memory
requirement than the approaches that operate on raw data.
Furthermore, the proposed technique is extremely light-weight
with negligible runtime overhead and only 29 µJ (2.44 nAh
at 3.3V) daily energy consumption.

IV. CONCLUSION

This paper presented a novel IoT system that predicts animal
health using accelerometer data. Thorough evaluation on a
real dataset collected from 54 cows shows that the proposed
approach achieves 78% accuracy in classifying healthy and
sick cows, which is higher than thirteen state of the art
time series classifiers. Furthermore, the proposed system is
extremely lightweight, using only 1 KB on-chip SRAM and
less than 29 µJ in a day.
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