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Abstract—Various industrial and domestic applications call for
optimized lightweight video LSTM network models on edge. The
recent tensor-train method can transform space-time features into
tensors, which can be further decomposed into low-rank network
models for lightweight video analysis on edge. The rank selection
of tensor is however manually performed with no optimization.
This paper formulates a rank search algorithm to automatically
decide tensor ranks with consideration of the trade-off between
network accuracy and complexity. A fast rank search method,
called RankSearch, is developed to find optimized low-rank video
LSTM network models on edge. Results from experiments show
that RankSearch achieves a 4.84× reduction in model complexity,
and 1.96× speed-up in run time while delivering a 3.86% accuracy
improvement compared with the manual-ranked models.

Index Terms—Tensor Rank Search, Complexity Aware Opti-
mization, Tensorized Video LSTM, Edge Computing

I. INTRODUCTION
It is still a grand challenge for real-time video analysis on

edge devices. LSTM [1], [2] networks have been proposed
and proved for extracting sequence-to-sequence information
from videos. However, they are usually too expensive for edge
deployment. Tensor decomposition such as tensor-train [3]–
[6] has been applied to construct space-time features into
tensors, followed by a low-rank approximation, which deeply
compresses and accelerates video LSTM networks on edge
devices. As the compression is based on an approximation
which may degrade the accuracy, it is an optimization problem
to select the optimal ranks in tensor decomposition to balance
the accuracy and compression.

In this paper, we propose an in-training automatic rank
search method, called RankSearch, which aims at lightweight
tensorized video LSTM networks on edge devices with optimal
ranks. Compared with manual [3]–[6] or post-training rank
search methods [7]–[9], RankSearch formulated the rank search
problem as an optimization, then transforms the discrete rank
search into continuous space with search unit, finally integrate
the rank search into the model’s training process for the reduced
searching overhead.

Results from experiments show that: by using RankSearch,
the accuracy of the video LSTM model is improved from
79.85% to 83.71% (3.86% improvement) compared with the
traditional manual methods, while the time and model com-
plexity is reduced by 1.96× and 4.84×, respectively.

II. RANKSEARCH PROBLEM FORMULATION
In the rank search problem, it has two goals: 1) High Accu-

racy, and 2) Low Complexity. The cost model consists of two

parts Lacc, Lcomp respectively, as L = Lacc +γLcomp where γ is
the coefficient adjusting the preference of accuracy/complexity.

We employ the same cost function for the accuracy cost
model as regular model training. Briefly, with decomposition
caused error ϵy,TT = ϵW,TTx, we can calculated the gradient
as ∂Lacc

∂ϵW,TT
=

2

MN
(ϵW,TT + ϵW,net)xx

T (1)

where ϵW,net is the error caused by the un-decomposed network
itself. Then we can prove the magnitude of ϵW,TT in terms of
L2-norm will be smoothly reduced after the iteration of gradient
descends with learning rate l, as follows:

||ϵW,TT ||2 ≈ ||ϵ[0]W,TT (I−
2l

MN
xxT )||2 < ||ϵ[0]W,TT ||

2 (2)
For the complexity cost model, we can model the computa-

tional and storage complexity as follows:

#PARAMs =
d∑

k=1

mknkrkrk+1

#FLOPs =
d∑

k=1

((

k∏
i=1

mi)(

d∏
i=k

niri)rk+1)

(3)

with adjusting coefficient β, then we can complete the com-
plexity cost as follows:

Lcomp = β · #PARAMs + (1− β) · #FLOPs (4)
With the cost model for accuracy and complexity, we can

define the problem as a minimization, then combines it with
the model training, and finally formulate the online search as:

min
W,r

L = Lacc + γLcomp (5)
III. RANKSEARCH PROBLEM SOLUTION

To set the context for rank search, we would like briefly
introduce how low-rank approximation works first. For any
decomposed tensor W(l1, · · · , ld) =

∏
d Gi(li), each tensor

core Gi ∈ Rri,l1,ri+1 can be represented as G = U ×3 Σ,
the outer product of left singular bases U and corresponding
singular values Σ on the third dimension (meanwhile, the
right singular bases will be further decomposed in a different
dimension for next tensor core). With low-rank approximation,
we can select a threshold value στ , where the tail singular
values σi < στ are rounded to zeros, like follows:

Σ̂ = [σ1, σ2, · · · , σr̂︸ ︷︷ ︸
r̂

, 0, · · · , 0] ≈ Σ (6)

In one word, the rank of the approximated tensor is related to
the distribution of singular values σi under the same threshold.
Thus, we can apply the magic of rank search by adding a
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Fig. 1. Rank Search Unit

TABLE I
COMPARISON BETWEEN AUTO-RANKED AND MANUAL-RANKED MODELS

Model Rank
Method Acc. FLOPs1 PARAMs1 Rank

UCF11-LSTM1 Auto 83.71% 3.07M 3,864 (3, 8)
UCF11-LSTM2 Auto 81.28% 1.57M 2,640 (2, 4)
UCF11-LSTM1 Manual 79.85% 6.02M 18,701 (6, 6)
UCF11-LSTM2 Manual 77.37% 4.78M 10,280 (4, 4)
UCF11-LSTM3 Manual 61.34% 1.39M 1,808 (2, 2)

*Only shows part of results.

learnable coefficient p and slightly ”re-curve” the singular
values, as follows, and train p in the optimization,

Σ̂wt = [p1σ1, p2σ2, · · · , pr̂σr̂︸ ︷︷ ︸
r̂

, 0, · · · , 0]
(7)

The selection of p is constrained by multiple rules: 1) the
adjusting should not be strong, thus p ≈ 1. 2) the adjusted
singular values should be steeper, thus pi ≤ pi+1. To ensure
these constraints, we introduce search units and the equivalent
singular values are as follows, where Σr is approximated with
rank r and αk =

∑k
i=1 pi

Σequiv = α1Σr1 + α2Σr2 + · · ·+ αnΣrn (8)
To implement the RankSearch algorithm, here we propose a

search unit, as shown in Fig. 1. Inside each search unit, there are
multiple branches denoted as OPi with a normalized branch
weight αk, and with rank rk. The output of the search units
equals the weighted sum of each branch’s output, as follows,

Y =
∑n

i=1
OPi(X ) · αi (9)

IV. EXPERIMENTS

To evaluate our proposed RankSearch framework, we evalu-
ate our framework on CIFAR-10 [10], UCF-11 [11] and UCF-
101 [12]. We first compared our searched model with manually
ranked models in Table I, and showed a great advantage in
both accuracy and complexity. In Table II, we compared our
searched model with other SoTA models, which also shows
great success in compressing the model with little accuracy
loss.

V. CONCLUSION
In this paper, a rank search method, called RankSearch, is

proposed to automatically select tensor ranks for video LSTM
networks. By constructing a continuous optimization and online
search strategy, RankSearch delivers performance as well as

TABLE II
COMPARISON BETWEEN STATE-OF-THE-ARTS AND RANKSEARCH

OPTIMIZED MODELS

Approach #Parameters Accuracy

UCF-11

Chen et al. [13] 47 M 85.21%
Yang et al. [3] 3,360 81.30%
Ours best TT-LSTM 3,864 83.71%
Ours best CNN+TT-LSTM 4.21 M 95.94%

UCF-101

Zhou et al. [14] 57.32M 58.70%
Luo et al. [15] 177.88M 80.30%
Ours best CNN+TT-LSTM 4.23M 62.31%
Ours best 3DCNN+TT-LSTM 23.27M 82.14%

*Only shows part of results.

accuracy. Experiment results show that RankSearch achieves
4.84× reduction in model size, 1.96× speed-up in run time,
and 3.86% accuracy improvement compared with the manual
search-based methods.
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