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Abstract—With the development of advanced process technol-
ogy, the electrical characteristic variation of MOSFET transistors
has been seriously influenced by layout dependent effect (LDEs).
Due to these LDEs, two cells of specific cell types may suffer
from timing degradation when they are adjacently and closely
placed with specific orientations. To mitigate the timing risk of
critical paths and thus optimize the performance of a target
design, this work proposes a dynamic programming (DP)-based
method for multi-row-height detailed placement with cell flipping
and cell shifting. Experimental results shows the efficiency and
effectiveness of the proposed DP-based approach.

I. INTRODUCTION

In advanced process nodes using either the CMOS technology
or the FinFET technology, the electrical characteristic variation of
MOSFET transistors has been more and more seriously influenced
by layout dependent effects (LDEs) [1], [2]. In digital designs, since
standard cells are placed into rows, the length of oxide diffusion
(LOD) and the oxide-to-oxide spacing effect (OSE) become two
major LDEs that can cause timing degradation for problematic cell
abutments. LOD and OSE determine the degree of stress that is
caused by neighboring shallow trench isolations (STIs) and imposes
on each transistor [8], [9], and the stress seriously varies carrier
mobility.

Performing LDE-aware timing analysis can be done after cell
placement [27], where the surrounding environments of the cells on
critical paths can be extracted. However, the analysis is based on time-
consuming simulation and is inefficient to refine placement for timing
optimization. To systematically guide LDE-aware cell placement, the
timing degradation due to LDEs for a cell due to an adjacent cell
can be considered by regarding the adjacent cell as the attacker cell
and regarding the target cell as the victim cell whose timing will
be degraded if no enough spacing presents between them. Figure 1
shows an example of timing degradation due to the risky abutment
of two cells, the lookup table lists the cell speed ratio of the victim
cell C2 when C2 are adjacent to C1. As shown in the table, the speed
of C2 can be reduced by 20% if its left cell boundary is abutted to
the right cell boundary of C1. In order to mitigate the risky abutment
between C1 and C2, two operations may be applied: cell shifting and
cell flipping. As shown in Figure 1, with cell shifting, at least five
placement sites is required between C1 and C2 to guarantee no timing
degradation will be caused on C2. On the other hand, by flipping C2
such that the right cell boundary of C2 is adjacent to C1 instead,
only three placement sites will be required to completely get rid of
the timing risk.

In advanced process nodes, using multi-row-height standard cells
become a popular choice for large-scale high-performance designs
to satisfy different design requirements. The detailed placement
problem for the designs with multi-row-height cells is much more
complicated and difficult than that for the designs with single-row-
height cells. This paper proposed the first work on LDE-induced
timing optimization during multi-row-height detailed placement. To
practically optimize timing and simultaneously consider a full-chip
placement, a dynamic programming-based algorithm is then pro-
posed, which utilizes cell shifting and cell flipping to mitigate the
timing degradation of critical paths caused by risky cell abutments.

Fig. 1. Timing degradation due to the risky abutment of two cells caused by
LDEs.

Fig. 2. The cell dependency graph of a two-row example.

II. THE DYNAMIC PROGRAMMING-BASED APPROACH

Figure 2 shows an example of two cell rows with one double-row-
height cell. Similar to a few existing dynamic programming-based
algorithms for single-row-height detailed placement, the optimization
process is done from the left to the right of the chip. The cost of a
single-row-height cell is computed by the accumulated cost of its
left adjacent cell from the first cell in the row plus the cost induced
by itself. For each multi-row-height cell, its cost needs to counts all
the accumulated costs of its left adjacent cells plus its own cost.
The directed edges in Figure 2 indicate the dependencies of cost
computation. For example, the cost of the cell c6 should be computed
after the costs of c3 and c5 have been known.

Since cell shifting has to follow the maximum displacement
constraints, each cell only has a fixed number of choices in detailed
placement. Suppose the maximum allowable displacement amount
D is set to 1; that is, each cell can only right or left shift with 1
placement site. Then, each cell can only have 2(2D+1) = 6 choices.
Figure 3 shows a graph illustrating the placement combinations of
Cells c2, c3, c5, c6, c7, and c8 in Figure 2. For every possible choice
of each cell ci, the dynamic programming algorithm computes a lower
bound of the accumulated cost before and including ci. For example,
v03 represents that c3 is not flipped and is left shifted by 1 site. The
optimal cost of v03 is found by separately placing v03 with v02–v52 and
finding the placement combination of c2 and c3 at v03 that results in
the minimum cost. For c6, since there are two left adjacent cells c3
and c5, the optimal cost of v06 is found by composing the optimal
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Fig. 3. Cost computation for partial cells in Figure 2
.

combination of c3 and c6 at v06 and the optimal combination of c5 and
c6 at v06 . The cost considered in the proposed dynamic programming-
based approach is composed of three elements: the cell displacement,
the cell abutment cost, and whether cell overlapping occurs when a
certain cell placement configuration is considered.

After completing the above cost computation process for a full-
chip design, the exact detailed placement choice selected by each cell,
can be obtained by tracing back the optimal costs and left adjacent
neighbors. Determining the final detailed placement choice for each
single-row-height cell is the same as those done in existing dynamic
programming-based single-row-height detailed placement works. For
each multi-row-height cell cm, more complicated scenarios need to be
considered. Since the optimal costs of the right adjacent cells may not
correspond to the same choice of cm, the best choice for cm that leads
to the minimum cost between cm and all its right adjacent cells is
selected. Note that during the choice selection process for each multi-
row-height cell cm, since the specific choices of cm that are the base
of the optimal costs of its right adjacent cells may be different, the
proposed dynamic programming-based detailed placement method
cannot guarantee to derive optimal solutions. However, the dynamic
programming-based approach is efficient and can also resolve most
of risky cell abutments.

III. EXPERIMENTAL RESULTS

We implement the proposed method with C++ programming lan-
guage, and all experiments are run on a 1200 MHz Linux workstation
with 70GB Memory. The test circuits from OpenCores [23] are
adopted for the experiments. Each initial netlist is synthesized with
the ASAP 7 nm standard cell library [24] and Design Compiler [25],
and Innovus [26] is adopted to produce the initial detailed placement.
The number of randomly generated risky cell pairs is about half of
the number of total cell abutment combinations.

We compare our work with the approach of the sole previous
work on timing-aware multi-row-height detailed placement [19].
According to the experimental results, the ratio of reduced total
abutment cost after optimization achieved by our approach is 91%
on average, and no obvious difference is found among different
circuit sizes and among different numbers of critical paths. Compared

with [19], the proposed dynamic programming-based approach can
further reduce 9% cell abutment risk and 69% cell displacement
on average with reasonable runtime overhead. The demonstrated
results show that the proposed dynamic programming-based multi-
row-height detailed placement approach is effective in fixing most
cell abutment risks with small and acceptable cell displacements and
pretty high efficiency.

IV. CONCLUSIONS

To mitigate the increasingly serious LDE-induced timing degra-
dation problem, this work proposes an optimal ILP formulation and
a dynamic programming-based multi-row-height detailed placement
approach that is able to consider all the cells in a design at a time.
With cell flipping and shifting, the total abutment cost of the cells on
critical paths can be efficiently. Future work will focus on proposing
more sophisticated algorithms that can derive near-optimal solutions
with similar complexity to the dynamic programming-based method
proposed in this paper.
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