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Abstract—With a rapidly growing number of functions in
embedded real-time systems, it becomes inevitable to integrate
tasks of different safety integrity levels (SILs) into one mixed-
criticality system. Here, it is important to not only isolate shared
architectural resources, as tasks executing on different cores may
also interfere via the processor’s thermal manager. In order to
prevent a scenario where best-effort tasks cause deadline violations
for critical tasks, we propose a thermal management strategy that
guarantees a sufficient thermal isolation between tasks of different
SILs, and simultaneously reduces the run-time of best-effort tasks
by up to 45% compared to the state of the art without incurring
any real-time violations for critical tasks.

Index Terms—Dynamic thermal management, mixed-criticality

I. INTRODUCTION

New applications such as autonomous driving increase the
complexity for modern embedded real-time systems. In order to
still meet non-functional requirements such as cost, weight and
power consumption, there is a trend in industry and academia
to integrate tasks of different safety integrity levels (SILs) in
one mixed-criticality system (MCS) [1]. As a result, safety
standards [2] require that tasks must be isolated to prevent the
propagation of faults between tasks of different SILs.

A prominent solution to provide the required isolation are
virtualization technologies [3]. However, on many-core proces-
sors, an isolation of architectural resources, such as processing
elements (PEs), caches, buses, etc. is not sufficient. Different
tasks can not only interfere via shared resources but also via
the many-core processor’s thermal manager, which potentially
causes deadline violations of critical tasks.

In order to prevent such a scenario, we present a monitoring-
based thermal manager, called MonTM. MonTM aims to
maximize the performance of best-effort tasks in MCSs under
thermal constraints of the system and real-time constraints of
critical tasks. It is based on the following components reflecting
our key contributions: (1) A thermal management strategy for
MCSs that prevents best-effort tasks from inducing thermal
violations into critical tasks. For that purpose, MonTM uses a
novel interconnect to communicate the thermal status of critical
tasks. Hence, best-effort tasks can be throttled on imminent
thermal violations of neighboring critical tasks. (2) A slack
monitor that determines the minimal voltage/frequency (V/f)
requirement of critical tasks based on their current progress.
This enables MonTM to safely reduce the V/f level in scenarios
with a large slack, increasing the available thermal headroom.

II. MONITORING-BASED THERMAL MANAGEMENT
A. Problem Formulation

Given a many-core MCS, we differentiate between critical
tasks and best-effort tasks. Critical tasks must be mapped to
an exclusive resource PFE; to guarantee their schedulability
at any time. As critical tasks are typically subject to timing
requirements, we model their service level agreements (SLAs)
by a tuple (C;, D;), where C; corresponds to the worst-case
execution time (WCET) using the maximal frequency frg, maz
of its exclusive resource PFE; and D; to the deadline. Best-
effort tasks, such as the infotainment system, are typically not
subject to timing requirements and, therefore, do not require
a specific application model. They can be executed on any
available PE that is not reserved for a critical task. Furthermore,
we allow both critical and best-effort tasks to be scheduled on
demand. As the underlying platform, we consider a network on
chip (NoC)-based many-core processor with per-PE dynamic
voltage frequency scaling (DVFS) on which all tasks are
executed. Our objective is to maximize the performance of the
best-effort tasks under the constraint that all critical tasks meet
their deadline.

B. Thermal Pre-error Interconnect

The minimal frequency requirement of a critical task is diffi-

cult to compute since it depends on its execution behavior [4],
i.e. whether it is memory- or compute-bound, and on its SLAs,
i.e. its deadline and WCET. Hence, we consider an upper bound
of the minimal frequency requirement, which only depends on
its WCET C}; and its deadline D;.
%1 f PE; max (1)
To be able to guarantee this upper bound for all critical tasks, it
is crucial that all critical tasks may run (in absence of the best-
effort tasks) in combination without thermal violations. While
this can be enforced by design-time analyses using the thermal
model of the chip, it furthermore needs to be ensured that no
best-effort task interferes with any critical task via the thermal
manager. Therefore, we propose a dedicated dynamic thermal
manager (DTM) interconnect that communicates thermal pre-
errors, i.e. imminent thermal violations, of a critical task to
neighboring best-effort tasks such that these can be throttled in
the favor of the critical tasks.
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Fig. 1. Hardware architecture of the slack monitor

We define several levels of urgency, ranging from lowest
urgency e to the highest urgency ez, which affect the number
of throttled best-effort tasks. Given a thermal pre-error of e;,
with ¢ € [0, 2], the best-effort tasks within a hop distance of
¢ must be throttled. In a worst-case situation with a thermal
pre-error of es, all best-effort tasks are halted. Please note that
this is an emergency measure that moves the system to the case
that only the critical tasks are executed, which are known to run
in combination without thermal violations. As usually there is
some thermal headroom available for best-effort tasks in MCSs,
this mode should rarely be triggered during operation.

C. Slack Monitoring of Critical Tasks

In average and best-case scenarios of critical tasks, the mini-
mal frequency requirement, presented in Eq. 1, could be further
reduced to increase the thermal headroom that is available
for best-effort tasks. Therefore, we propose to determine the
minimal frequency requirement of critical tasks based on their
progress.

To achieve this, we instrument all critical tasks at specific
points of interest and measure the remaining WCET for each of
the points. At run-time, the slack monitor, illustrated in Fig. 1,
detects the points of interest based on their program counter
(PC) address and loads the respective remaining WCET based
on the ID of the point. Furthermore, the monitor comprises a
countdown timer, which issues the remaining time of the dead-
line of the task is reached. Together, the remaining WCET and
the time remaining until the deadline can be used to compute
the frequency requirement using a divider. Finally, a V/f level
lookup table (LUT) translates the frequency requirement into
the minimal V/f level of the task.

III. EXPERIMENTAL RESULTS

The following evaluations are conducted on the field pro-
grammable gate array (FPGA) prototype of an 80-core pro-
cessor [5]. In order to still accurately model the application
specific integrated circuit (ASIC) behavior, we use the ASIC
temperature and DVFS emulator presented in [5]. The evalua-
tions are based on synthetic workloads with various run-time
characteristics in terms of the number of best-effort tasks IV,
and critical tasks N, and the variance in the power consump-
tion var(P). The name of the use case is formed from the used
configuration according to < var(P) >_< N, >_< Nj, >.

In Fig. 2, we compare MonTM with the state-of-the-art
resource management techniques GDP [6] and PdARM [7]. As
all techniques satisfy the thermal requirements of the chip and
the deadline requirements of the critical tasks, Fig. 2 presents
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Fig. 2. Average execution time of the best-effort tasks for different use cases
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the execution times of the best-effort tasks as a boxplot. It
can be seen that MonTM with and without slack monitor
outperforms the state-of-the-art methods in all use cases. While
GDP and PdRM rely on the peak-power consumption of the
tasks, MonTM can fully exploit the available thermal headroom
and thereby reduce the average run-time by 7%-44% without
slack monitoring. In addition, the slack monitor further reduces
the average run-time of the best-effort tasks by another 1%-6%.

MonTM only introduces a neglectable run-time overhead
of below 10 s for the configuration of the hardware and a
hardware overhead of 1,997 slice LUTs (1.3%) and 4,274 slice
registers (4.4%) per core.

IV. CONCLUSION

In this paper, we presented MonTM, a monitoring-based
thermal management strategy for MCSs. MonTM reduces the
average run-time of best-effort tasks by up to 45% compared
to the state of the art and simultaneously guarantees that all
critical tasks meet their deadline.
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