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Abstract—With the cost reduction and density optimization,
the read performance and lifetime of high-density NAND flash
memory have been significantly degraded during the last decade.
Previous works proposed to optimize lifetime with wear leveling
and optimize read performance with reliability improvement.
However, with wearing, the reliability and read performance will
be degraded along with the life of the device. To solve this problem,
a differential wearing scheme (DWR) is proposed to optimize
the read performance. The basic idea of DWR is to partition
the flash memory into two areas and wear them at different
speeds. For the area with low wearing speed, read operations
are scheduled for read performance optimization. For the area
with high wearing speed, write operations are scheduled but
designed to avoid generating bad blocks early. Through careful
design and real workloads evaluation on 3D TLC NAND flash,
DWR achieves encouraging read performance optimization with
negligible impacts to the lifetime.

I. INTRODUCTION

With cost reduction and density optimization, 3D NAND
flash memory has been widely adopted as storage systems in
personal computers and data centers. However, two critical is-
sues holding back their further development, which are lifetime
and performance degradation. To solve these issues, previous
works proposed to use wear leveling for lifetime optimization
[1], [10], [15]. Their basic idea is to wear the memory evenly
to maximize the lifetime. However, with the device wearing,
the reliability is degraded [11]. For example, for the state-
of-the-art high-density 3D NAND flash memory, the maximal
number of program/erase (P/E) cycles is around 1000 [7].
With the reliability degradation, the read performance will
be significantly impacted. Previous work presented that high-
density 3D NAND flash adopts low-density-parity-check code
(LDPC) as error correction code (ECC) to optimize reliability
[16]. One critical characteristic of LDPC is that its access
performance is highly correlated with the reliability of data
[6]. For data with low reliability, it needs a long latency to
retry the data and vise versa. This work will propose a scheme
to reduce the read latency induced by device wearing.

The current wear leveling scheme on flash memory is pro-
posed to wear the flash evenly. However, the read performance
will be degraded with the wearing. Previous works proposed
to optimize the LDPC of flash memory for read performance
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optimization [4]–[6], [13], [14]. LDPC is designed to correct
data based on the sensed information from the memory cells. If
the information is out of error correction capability, it needs to
retry the information with different voltages. For example, Li
et al. [6] proposed to determine the optimal sensing voltages of
LDPC to reduce the number of retries. Others have proposed
to optimize read performance by designing the data placement
method [9], [12]. For example, Lv et al. [9] proposed to identify
hot read data and place them at the high reliable pages of high-
density flash memory. However, with the reliability degradation
of flash memory, the read latency still increases, which cannot
be solved by the above schemes.

Different from the above schemes, this work is the first
on proposing a differential wearing scheme (DWR) for high-
density 3D NAND flash memory. The basic idea is to physically
partition the flash memory into two areas with different wearing
speeds. First, one area is worn with a low speed and hot-read
data are placed in the area, which is called low wearing area
(LWA). Second, the other area is used for write operations.
This will gather the write operations in this area, avoiding
wearing the LWA. This area is called high wearing area (HWA).
With this approach, the read performance can be optimized.
However, there are several challenges. First, the data with
different access characteristics should be identified to determine
the right areas for them. Second, the lifetime should be well
controlled since the area for write operations may be worn
faster than the area for read operations. To solve these issues,
this paper makes the following contributions:

• A data placement scheme is proposed to determine the areas
for the data. The placement scheme is designed to schedule
all the writes to HWA. For LWA, it will serve hot read data
for read performance optimization.

• A low-cost data migration scheme is proposed to re-determine
the placement of data. The migration scheme includes two
parts: migration from HWA to LWA for hot read data and
migration from LWA to HWA when the size of LWA is full.

• A lifetime optimization scheme is presented to avoid the
prematurely worn-out of flash memory. Three techniques
are presented, which cover two scenarios, consumer storage
without device replacement, and data center storage with
periodic device replacement.

• Through careful design and real workloads evaluation on 3D
TLC NAND flash based simulator, experimental results show
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that DWR can achieve significantly read performance opti-
mization at most life stages with negligible lifetime impacts.

The rest of the paper is organized as follows. The background
and research problem are presented in Section II. Section III
presents the proposed DWR. Section IV presents the experi-
mental results. Section V is the conclusion.

II. BACKGROUND AND PROBLEM STATEMENT

A. Solid State Drives and Wear Leveling

Figure 1 shows an architecture for flash based solid state
drives (SSD). SSD usually consists of two parts, the flash
chip array (FCA) and the flash translation layer (FTL). The
flash chip is organized with blocks, where each block includes
several pages. The read unit is a flash page, the program unit is a
flash page or word-line for 3D NAND flash, and the erase unit is
a flash block. The flash chip array provides basic read, program,
and erase operations for the FTL. The FTL is provided by the
vendor to control the underlying flash memory chip. The FTL
typically contains three components, allocator, garbage collec-
tor and wear leveler, to overcome several limitations inherent
to flash memory. At the FTL, the allocator is responsible for
converting logical addresses to actual physical addresses. When
there are too many invalid pages in flash memory, the garbage
collector is triggered. It erases those blocks that contain invalid
data and migrates the valid data in the victim blocks to other
free blocks to reclaim the occupied space.

Fig. 1. A typical architecture of SSD.

Two types of wear leveling schemes have been popularly
adopted in current devices, including dynamic and static wear
leveling. Dynamic wear leveling (DWL) always selects the free
block with the least number of P/E cycles for data allocation.
Differently, static wear leveling (SWL) will further migrate
infrequently updated data, distributing P/E cycles evenly among
all blocks. Figure 1 shows the flow of SWL. � SWL is
triggered when some flash blocks are excessively erased. �
Then, the SWL algorithm selects blocks that have been erased
less frequently and hold cold data as erase targets for wear
leveling. � Before erasing the target block, the valid data need
to be migrated to the previously excessively erased flash block,
thus preventing the old block from being used continuously.
Meanwhile, after the target block is erased, it will be further
used as a free block. � Finally, the wear leveler needs to
notify the allocator to update the information related to the
virtual block address to the physical block address mapping
table (VBT) of the migrated data. With this approach, the whole
blocks can be worn evenly to achieve lifetime improvement.

B. Read Operation on High-Density Flash Memory

NAND flash memory cell uses floating gate (FG) or charge
trap (CT) to store charges. Figure 2 shows the probability
density function (PDF) of the threshold voltage distribution for
a triple level cell (TLC) based NAND flash. The number of
states S depends on the number of bits n stored in a memory
cell, where S=2n. In the TLC flash cell, there are 8 states and
3 bits in a cell, which are the most-significant bit (MSB), the
center-significant bit (CSB), and the least-significant bit (LSB).

Fig. 2. VTH distribution of 3D TLC flash cell.

As the number of P/E cycles increases, the reliability of
flash memory cells gradually decreases, and the phenomenon of
retention loss occurs as the data retention time increases [11].
To solve the reliability issue, high-density NAND flash uses
the low-density-parity-check code (LDPC) as error correction
code (ECC). LDPC is a kind of probability based ECC, which
needs to acquire accurate information for data error corrections.
When reading a page, one bit of information is extracted from
the memory cell. The information is acquired by adding sensing
voltages to the memory cell. The sensing voltages are different
for the above three bits. Take Figure 2 as an example. The read
operation needs to acquire the state information multiple times
until LDPC can correct the errors. If the reliability is degraded,
the number of sensing voltages will be significantly increased
for LDPC. In this case, the read latency will be significantly
increased when the reliability is degraded.

C. Problem Statement

From the above discussions, the read performance is highly
correlated with the reliability of flash memory. Due to the
rapidly decreasing endurance of 3D TLC NAND flash chips,
the design of wear leveling has great improvement on the
lifetime of flash. However, many state-of-the-art wear leveling
strategies specify a fixed threshold for the number of P/E cycles
of the blocks. Wear leveling strategies can achieve uniform
block erasure over the endurance of the device, and result in a
certain number of P/E cycles for all blocks, which leads to a
simultaneous degradation of the reliability of the flash blocks.
In this case, the above wear leveling scheme will induce the
read performance degradation with the wearing of flash.

To understand the characteristics of the performance degrada-
tion with the wearing of flash, the read performance is evaluated
under different wearing degrees. LDPC is adopted as the default
ECC. Eight widely used workloads are selected to show their
read performance along the wearings. Detailed configurations
are presented in the experiment section. Figure 3 shows the
normalized average read latency by wearing the whole flash
with different wearing degrees, from 20% to 80%. With SWL,
all the flash blocks have similar reliability. The results show
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Fig. 3. Motivational results with the real-life workloads.

that the read latency is significantly increased along with the
wearing by 3.8x to 6.1x. The results indicate that the reliability
induced read performance degradation has been a critical issue.
The above results motivate us to propose a new design, where
not all the flash blocks are worn uniformly. With the design, we
should achieve a similar lifetime to that of wear leveling, but
significantly optimize the read performance of flash devices.

III. DIFFERENTIAL WEARING AWARE READ

PERFORMANCE OPTIMIZATION

A. Overview

In this section, a differential wearing scheme (DWR) is
designed to optimize the read performance of high-density
NAND flash memory. Figure 4 shows the architecture of DWR,
which is implemented as a module, namely, differential wear
leveler, so as to prevent spending lots of effort on integrating
the DWR design into different state-of-the-art FTL designs. The
differential wear leveler contains three parts, data placement for
the differential wearing, data migration for read performance
optimization, and lifetime optimization. The data placement
scheme is designed to partition the flash memory into a low
wearing area (LWA) and a high wearing area (HWA). LWA
is used to serve read operations for performance optimization.
HWA is used to serve write operations, avoiding the wearing
of LWA.

Fig. 4. Overview of differential wearing.

There are several challenges for the above design, which
are listed as follows: 1) The traditional static wear leveling
technology guarantees a simultaneous decrease in the reliability
of the blocks. To achieve differential wearing, we need to
design a new data placement scheme to form differential
wearing. 2) Differential wearing creates HWA and LWA. Hot

read data should be identified and migrated from HWA to LWA
for read performance optimization. The data migration scheme
should be efficient and low cost. 3) Differential wearing may
accelerate the wearing of HWA. Under differential wearing,
the lifetime of the flash memory needs to be safeguarded from
being affected. In the following, three techniques are presented:
First, a data placement scheme is presented to construct the
differential wearing areas. Second, a data migration scheme is
presented to identify hot read data and place them at LWA
with low cost. Finally, a set of lifetime optimization schemes
are presented to minimize the impact on the lifetime.

B. Data Placement for Differential Wearing

The data placement is designed to physically partition the
flash memory into two areas. One is called low wearing area
(LWA) and the other one is called high wearing area (HWA).
During accesses, write operations are processed in HWA in
priority. If data in HWA are frequently read, they will be
migrated to LWA for read performance optimization. To avoid
parallelism impact, these two areas are partitioned inside the
plane, which is the last parallelism level of flash based storage
devices. Any state-of-the-art wear leveling schemes can be
adopted for these two areas for lifetime optimization. With this
approach, LWA can be avoided from a large amount of writes
induced wearing and the read performance of LWA can be well
protected during the life of the device. For the above design,
one critical issue is to determine the sizes of the two areas,
SHWA and SLWA. On one hand, if SLWA is too small, there
will be little space for frequently read data. Then, the read
performance cannot be well optimized. On the other hand, if
SLWA is too large, SHWA will be small and the lifetime may
be impacted. In the experiment, the sizes of these two areas
will be characterized with careful studies.

As shown in the bottom of Figure 4, each plane is physically
partitioned into HWA and LWA. HWA is designed to process
host writes and LWA is designed to process host reads. With
this approach, LWA is protected for better read performance.

C. Data Migration for Hot Read Data

To optimize the read performance, one critical step is to
place the hot read data at LWA. In this section, we propose
a data migration scheme to improve read performance. First,
to identify the hot read data, we propose a simple scheme to
determine the migration from HWA to LWA. The basic idea
is that if the data at HWA are read for NR times and they
are retried due to LDPC, they should be migrated to LWA
for read performance optimization. The reason for the above
settings is that only the data which are read multiple times
and retried in HWA has an impact on the read performance.
More importantly, with this approach, the migration cost will
be small. For the design, one important parameter is NR.
For a large NR, it may introduce limited read performance
optimization, and with little migrations. But for a small NR,
it may introduce better read performance optimization, but
with many migrations. Note that the migration is correlated
with the reliability of flash. With the wearing of flash, NR

should be changed to achieve cost and performance trade-off.
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When the reliability of HWA is good, NR should be large to
avoid migration. With the wearing of HWA, NR is reduced
to encourage the migration for read performance optimization.
In the experiments, NR will be discussed in detail. Second,
the migration process is to reads and writes between HWA
and LWA, which is high cost on high-density NAND flash. To
optimize the cost, we propose to migrate the data as follows.

The first case is to migrate data with the internal mechanism
of SSD and host data updates. As shown in Figure 5 (a),
� when garbage collection or wear leveling is activated in
HWA, the data enrolled during these processes are identified
and migrated to LWA. In addition, � when the data is updated,
it will be written to LWA if the data has been identified as hot
read data. The second case is to migrate data actively. As shown
in Figure 5 (b), � if the data are accessed and satisfy the above
conditions, they will be cached in the SSD controller first and
migrate to LWA with a one-pass programming process. One
case not considered above is that if LWA is full, the migration
cannot be proceeded. To solve this issue, we propose to migrate
one block of data at LWA back to HWA (� in Figure 5 (b)).
Considering that there is a temporal locality in the hotness of
data, a first-in-first-out scheme is adopted to select the earliest
occupied block as the victim block.

Fig. 5. Data migration for hot read data.

D. Lifetime Optimization

In Section III-B, the size of HWA is critical to the lifetime of
SSD. Because HWA is smaller than the whole storage device,
issuing all writes to this area will speed up the wearing of
this area and induce lifetime impact. To solve this issue, we
propose several approaches to limit the impact on the lifetime.
The first scheme is to limit the size of LWA. LWA is designed
to store hot-read data. As we know, the percentage of hot-read
data is always small. As presented in previous work from Li et
al. and Lv et al [8], only 10% of data from real workloads are
read over 4 times and only 5% of data are read over 8 times.
From this observation, the size of LWA can be very small. The
second scheme is to limit the upper bound of wearing to HWA.
Even though HWA is worn with a faster speed due to a large
amount of writes, the wearing to HWA is limited once it crosses
a wearing ratio, such as 80% in this work. Once the limitation
is approached, we propose to slow the wearing of HWA by
leading more writes to LWA for lifetime optimization. The first
write of data will be written to the HWA. When the data is
updated, it will be written to the LWA. At this time, LWA can
be used for serve more write operations. With this approach,
LWA is worn with a faster speed to avoid the prematurely worn
out of HWA. The above schemes can be adopted for consumer
devices without device replacement. However, for data centers
with device replacement, when HWA is worn with a high ratio,

the lifetime of the device is mostly achieved. The device should
be at its old stage. In this case, we recommend to use the
device as a warm or old write device. Host-side writes should
be redirected to other SSDs. Since the device still has an area
with low wearing, it still can be used as a read device.

E. Implementation and Analysis

To implement DWR, the FTL of flash memory is updated
as follows. First, for differential wearing, the flash plane is
partitioned into two areas. In this work, we use the block
offset to record the partition. As shown in Figure 4, each plane
is physically partitioned, where the upper part is HWA and
the bottom part is LWA. Then, we only need one variable to
differentiate the areas. For data writes, we need to maintain two
write points in HWA and LWA, respectively. Second, for hot
read data identification, each page needs a counter to record
the number of reads. The mapping table is extended with three
bits to record them. During accesses, if write operations are
issued, they are directed to HWA. If read operations are issued
to HWA, the counter of the data page is checked for migration.
If the counter is larger than NR and retry happens, the migration
will be activated. For the migration from LWA to HWA, we use
a simple scheme to select the victim block. In this work, we
record the last victim block index in the LWA. For example,
the current index is x and the total number of blocks in a
plane is N . The next index is (x+1)%(N -offset) and the block
number of the next victim block is (x+offset)%N . Since, only
one variable is needed to represent the index for each plane. In
conclusion, the memory and computation costs are negligible.

IV. PERFORMANCE EVALUATION

A. Experiment Setup

TABLE I
EVALUATED 3D TLC NAND FLASH CHIP CONFIGURATION.

Parameters Value Workloads Footprint
(GB)

Read
(GB)

Write
(GB)

R.Ratio
(%)

# of chips 16 HM 0 0.65 2.76 8.03 25.6
Chip size 16GB PROJ 0 1.71 4.15 14.71 22.0
Plane size 8GB PRXY 0 0.08 0.27 5.81 4.4
Block size 8MB STG 0 6.17 7.39 9.31 44.3
Page size 16KB SRC1 2 1.11 2.49 35.99 6.5
P/E cycles 1000 RSRCH 0.07 1.36 11.02 10.9
Write latency 700 μs WDEV 0 0.20 3.18 9.24 25.6
Erase latency 5 ms SRC2 0 0.40 1.63 9.09 15.2

Read latency

New LWA 127 μs (0) Middle LWA 762 μs (5) Old LWA 1016 μs (7)
HWA 127 μs (0) HWA 1524 μs (11) HWA 3048 μs (23)

DWR is evaluated with a popular SSD simulator, SSDsim
[3]. The storage is simulated with a 3D TLC NAND flash. The
details are as follows: The SSD is 256GB with 8 channels.
For each channel, there are 2 chips, and each chip includes 2
planes. Each plane includes 1024 blocks, each block includes
512 pages and each page is 16KB. The maximal number of P/E
cycles is set to 1000. Eight workloads from MSR traces [2] are
selected for evaluation. Table I shows the configuration of the
3D TLC NAND flash based high-density SSD and the workload
characteristics, including footprints, reads and writes. The size
of SSD used by each workload is configured based on their
footprints. The latency configuration is presented in the bottom
of Table I, which complies to the work in [11]. The number in ()
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is the average number of retries. To evaluate the benefit of DWR
during the whole lifetime, the life of the storage is partitioned
into three stages based on the reliability characteristics: new,
middle and old. The three stages are defined as follows: For the
new stage, both HWA and LWA have good reliability, where
both of them are worn with only a little number of P/E cycles;
For the middle stage, HWA is worn with several hundreds of
P/E cycles and LWA is still worn with only a little number
of P/E cycles; For the old stage, HWA is worn approaching
the wear rate limit and LWA is also worn with hundreds of
P/E cycles. These three stages are simulated based on the retry
information from [11]. The number of retries is presented in
the table. Since NR is highly correlated with reliability, it is set
with different values at these three stages. In this work, NR is
set to 5, 4, 3 for the above three life stages for simplicity. Detail
sensitive studies will be presented in the following section.

Fig. 6. Normalized average read latency with different LWA sizes.

One of the most important configurations is the size ratio
between HWA and LWA. It not only impacts the read per-
formance, but also is critical to the lifetime. Figure 6 shows
the read latency by varying the percentages of LWA from 5%
to 30%. The results show that when LWA exceeds 20%, the
improvement on read performance is diminishing. Based on this
observation, LWA is set with 20% in the following experiments.
The wearing upper bound is set to 80%. By implementing SWL
at HWA, the lifetime impact is further reduced.

B. Experimental Results

To evaluate DWR, three schemes are evaluated and compared
in this section: Static wear leveling (SWL): SWL represents
the traditional static wear leveling [10] method with a fixed
P/E threshold for blocks. Progressive wear leveling (PWL):
PWL represents the identification of hot read data with a fixed
threshold and migration them with GC and WL. This scheme
refers to [15] that gradually accelerates the triggering of static

wear leveling by dynamically reducing the P/E threshold. Fixed
hotness threshold based DWR (FDWR): FDWR represents the
identification of hot read data with a fixed threshold under
differential wearing. For FDWR, NR is set to 5.

1) Performance: Figure 7 shows the normalized average
read latency in different life stages. For the new stage, the
performance among the four evaluated schemes is similar. This
is because the reliability of flash in this stage is good. For
the middle stage, PWL achieves 10% read performance opti-
mization due to that it proposed to migration hot read data with
internal mechanisms. FDWR further reduces the read latency by
23% due to that it further proposed to migration hot read data
with host reads. DWR further reduces the read latency by 10%
due to that it sets a smaller migration threshold for performance
optimization. For the old stage, the read performance is further
improved compared with SWL and PWL. Compared with SWL
and PWL, DWR reduces the read latency by 45% and 33%,
respectively. However, we also notice that some workloads have
little performance optimization, such as STG 0. The reason is
that this workload has little locality. In this case, it is hard
to construct differential wearing. For this kind of workload,
we propose to place data in one area based on their access
characteristics, such as read dominate or write dominate, for
simplicity.

To understand the migration cost for the proposed scheme,
the migration cost for FDWR and DWR are collected re-
spectively. Figure 8 shows the results compared with total
host requests. The results show several observations: 1) the
migration cost for FDWR is similar at different life stages.
Even at the new stage with strong reliability, it still introduces
migration cost. 2) the overall migration cost is negligible. On
average, the migration overhead for DWR is 0.22% in the
middle stage and 0.42% in the old stage. 3) the migration cost
of DWR is slightly increased at the old stage compared with
FDWR. This is because NR is 3 for DWR, which encourages
migration for read performance optimization.

2) Lifetime: To evaluate the lifetime, we use normalized
terabyte writes (TBW) is used as the metric. During the
implementation of DWR, an existing wear leveling scheme can
be adopted at HWA and LWA. In this part, two existing wear
leveling schemes, SWL and PWL [15], are adopted to show the
characteristics of DWR. For the first case, SWL is adopted for
both HWA and LWA, respectively. Once the wearing limitation
is approached, the proposed lifetime optimization scheme is
activated to avoid the wearing of HWA. For the second case,
PWL is adopted for both HWA and LWA, respectively. PWL

(a) New stage (b) Middle stage (c) Old stage

Fig. 7. Normalized average read latency in different stages.
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(a) New stage (b) Middle stage (c) Old stage

Fig. 8. Normalized migration cost in different stages.
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Fig. 9. Endurance achieved by different wear leveling policies.

also has a wearing limitation before wear leveling is activated,
which should be smaller than that of the wearing limitation
of HWA. During the evaluation, the maximal number of P/E
cycles is set to 1000 and corresponding workloads are cycled
until there are 2% of bad blocks generated. Figure 9 shows the
normalized TBW for the evaluated schemes. The results show
that TBW of DWR with SWL or PWL is similar to that of
SWL or PWL. It means that DWR has a negligible lifetime
impact. The reason for the above results comes from that most
workloads have access locality. By leading more write requests
to LWA at the old stage, the wearing between these two areas
becomes small and similar to the effects of wear leveling.
3) Sensitive study: One of the most important parameters

is the setting of NR. It not only affects migration overhead,
but is also critical to read performance. Figure 10 shows read
performance by WDR by varying NR from 2 to 16. The results
show that with the increases of NR, the read performance
is degraded due to that more requests happen in HWA. In
this work, to avoid high migration cost and achieve read
performance optimization, NR was set to 4 in the middle stage
to reduce migration overhead, and to 3 in the old stage to further
optimize read performance.

(a) Middle stage (b) Old stage

Fig. 10. Normalized average read latency with different NR.

V. CONCLUSION

This work proposes a differential wearing design, the DWR
design, which retains a portion of blocks with lower P/E cycles
to store hot read data, improving the read performance of flash
memory. Read performance is further optimized by storing

hot read data on reliable blocks through a data migration
scheme. The experimental results show that DWR achieves
45% read performance optimization with negligible impacts on
the lifetime. In future work, we will further perform relevant
tests on 3D QLC NAND flash to verify the performance of
DWR. At the same time, other wear leveling designs will be
performed to further optimize the read performance.

REFERENCES

[1] Y. H. Chang, J. W. Hsieh, and T. W. Kuo. Improving flash wear-leveling
by proactively moving static data. IEEE Transactions on Computers,
59(1):53–65, 2009.

[2] Narayanan Dushyanth and Thereska Eno et al. Migrating server storage to
SSDs: analysis of tradeoffs. In Proceedings of ACM European conference
on Computer systems, pages 145–158, 2009.

[3] Yang Hu and Hong Jiang et al. Exploring and exploiting the multilevel
parallelism inside SSDs for improved performance and endurance. IEEE
Transactions on Computers (TC), 62(6):1141–1155, 2013.

[4] Qiao Li and Liang Shi et al. Improving ldpc performance via asymmetric
sensing level placement on flash memory. In 2017 22nd Asia and South
Pacific Design Automation Conference (ASP-DAC), pages 560–565, 2017.

[5] Qiao Li and Liang Shi et al. Process variation aware read performance
improvement for ldpc-based nand flash memory. IEEE Transactions on
Reliability, 69(1):310–321, 2020.

[6] Qiao Li and Min Ye et al. Shaving retries with sentinels for fast read
over high-density 3d flash. In 2020 53rd Annual IEEE/ACM International
Symposium on Microarchitecture (MICRO), pages 483–495, 2020.

[7] Shuwen Liang and Zhi Qiao et al. An empirical study of quad-level cell
(qlc) nand flash ssds for big data applications. In 2019 IEEE International
Conference on Big Data (Big Data), pages 3676–3685, 2019.

[8] Yina Lv and Liang Shi et al. Access characteristic guided partition
for read performance improvement on solid state drives. In 2020 57th
ACM/IEEE Design Automation Conference (DAC), pages 1–6, 2020.

[9] Yina Lv and Liang Shi et al. Latency Variation Aware Read Performance
Optimization on 3D High Density NAND Flash Memory, page 411–414.
2020.

[10] M. Murugan and Dhc Du. Rejuvenator: A static wear leveling algorithm
for nand flash memory with minimized overhead. In IEEE Symposium
on Mass Storage Systems and Technologies, 2011.

[11] J. Park and M. Kim et al. Reducing solid-state drive read latency by
optimizing read-retry. ACM, 2021.

[12] Roman Pletka and Nikolaos Papandreou et al. Improving nand flash
performance with read heat separation. In 2020 28th International
Symposium on Modeling, Analysis, and Simulation of Computer and
Telecommunication Systems (MASCOTS), pages 1–8, 2020.

[13] Shigui Qi and Dan Feng et al. A new solution based on multi-
rate ldpc for flash memory to reduce ecc redundancy. In 2015 IEEE
Trustcom/BigDataSE/ISPA, volume 1, pages 918–923, 2015.

[14] Shigui Qi and Dan Feng et al. Cdf-ldpc: A new error correction method
for ssd to improve the read performance. ACM Trans. Storage, 13(1),
February 2017.

[15] Mingchang Yang and Yuanhao Chang et al. Reducing data migration
overheads of flash wear leveling in a progressive way. IEEE Transactions
on Very Large Scale Integration (VLSI) Systems, 24(5):1808–1820, 2016.

[16] Kai Zhao and Wenzhe Zhao et al. Ldpc-in-ssd: Making advanced error
correction codes work effectively in solid state drives. In 11th USENIX
Conference on File and Storage Technologies (FAST 13), pages 243–256,
San Jose, CA, February 2013. USENIX Association.

908 Design, Automation and Test in Europe Conference (DATE 2022)



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
    /BGR <FEFF04180437043F043E043B043704320430043904420435002004420435043704380020043D0430044104420440043E0439043A0438002C00200437043000200434043000200441044A0437043404300432043004420435002000410064006F00620065002000500044004600200434043E043A0443043C0435043D04420438002C0020043F043E04340445043E0434044F044904380020043704300020043D04300434043504360434043D043E00200440043004370433043B0435043604340430043D0435002004380020043F04350447043004420430043D04350020043D04300020043104380437043D0435044100200434043E043A0443043C0435043D04420438002E00200421044A04370434043004340435043D043804420435002000500044004600200434043E043A0443043C0435043D044204380020043C043E0433043004420020043404300020044104350020043E0442043204300440044F0442002004410020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E0030002004380020043F043E002D043D043E043204380020043204350440044104380438002E>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e400740074006500690064002c0020006500740020006c0075007500610020005000440046002d0064006f006b0075006d0065006e00740065002c0020006d0069007300200073006f00620069007600610064002000e4007200690064006f006b0075006d0065006e00740069006400650020007500730061006c006400750073007600e400e4007200730065006b0073002000760061006100740061006d006900730065006b00730020006a00610020007000720069006e00740069006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e0074006500200073006100610062002000610076006100640061002000760061006900640020004100630072006f0062006100740020006a0061002000410064006f00620065002000520065006100640065007200200036002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
    /HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
    /HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d0069002000730075006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c002000740069006e006b0061006d0075007300200076006500720073006c006f00200064006f006b0075006d0065006e00740061006d00730020006b006f006b0079006200690161006b006100690020007000650072017e0069016b007201170074006900200069007200200073007000610075007300640069006e00740069002e002000530075006b00750072007400750073002000500044004600200064006f006b0075006d0065006e007400750073002000670061006c0069006d006100200061007400690064006100720079007400690020007300750020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200036002e00300020006200650069002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF004c006900650074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020007000690065006d01130072006f00740069002000640072006f01610061006900200075007a01460113006d0075006d006100200064006f006b0075006d0065006e0074007500200073006b00610074012b01610061006e0061006900200075006e0020006400720075006b010101610061006e00610069002e00200049007a0076006500690064006f0074006f0073002000500044004600200064006f006b0075006d0065006e00740075007300200076006100720020006100740076011300720074002c00200069007a006d0061006e0074006f006a006f0074002000700072006f006700720061006d006d00750020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200036002e003000200076006100690020006a00610075006e0101006b0075002000760065007200730069006a0075002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
    /POL <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>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
    /RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200073006c00fa017e006900610020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f007600200076006f00200066006f0072006d00e100740065002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300fa002000760068006f0064006e00e90020006e0061002000730070006f013e00610068006c0069007600e90020007a006f006200720061007a006f00760061006e006900650020006100200074006c0061010d0020006f006200630068006f0064006e00fd0063006800200064006f006b0075006d0065006e0074006f0076002e002000200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e0074007900200076006f00200066006f0072006d00e10074006500200050004400460020006a00650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d00650020004100630072006f0062006100740020006100200076002000700072006f006700720061006d0065002000410064006f006200650020005200650061006400650072002c0020007600650072007a0069006900200036002e003000200061006c00650062006f0020006e006f007601610065006a002e>
    /SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043A043E0440043804410442043E043204430439044204350020044604560020043F043004400430043C043504420440043800200434043B044F0020044104420432043E04400435043D043D044F00200434043E043A0443043C0435043D044204560432002000410064006F006200650020005000440046002C0020043F044004380437043D043004470435043D0438044500200434043B044F0020043D0430043404560439043D043E0433043E0020043F0435044004350433043B044F04340443002004560020043404400443043A0443002004340456043B043E04320438044500200434043E043A0443043C0435043D044204560432002E0020042104420432043E04400435043D04560020005000440046002D0434043E043A0443043C0435043D044204380020043C043E0436043D04300020043204560434043A04400438043204300442043800200437043000200434043E043F043E043C043E0433043E044E0020043F0440043E043304400430043C04380020004100630072006F00620061007400200456002000410064006F00620065002000520065006100640065007200200036002E00300020044204300020043F04560437043D04560448043804450020043204350440044104560439002E>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 6.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


