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Abstract—Persistent memory (PM) has always been used in
combination with DRAM to configure hybrid main memory
systems that can obtain both the high performance of DRAM and
large capacity of PM. There are critical management challenges
in data placement, memory concurrency and workload scheduling
for the concurrent execution of multiple application workloads.
But the non-negligible performance gap between DRAM and PM
makes the existing application-agnostic management strategies
inefficient in reaching the full potential of hybrid memory. In
this paper, we propose a series of application aware optimization
strategies, including application aware data placement, adaptive
thread allocation and inter-application interference avoiding, to
improve the concurrent performance of different application
workloads on hybrid memory. Finally, we provide the performance
evaluation for our application aware solutions on real hybrid mem-
ory hardware with some comprehensive benchmark suites. Our
experimental results show that the duration of multi-application
concurrent execution on hybrid memory can be reduced by at most
60.7% for application aware data placement, 37.7% for adaptive
thread allocation and 34.8% for workload scheduling with inter-
application interference avoiding, respectively. And the additive
effects of all these three optimization methods can reach 62.8%
performance improvement with negligible overheads.

I. INTRODUCTION

Memory has long been a computing bottleneck, commonly
known as “memory wall”, which has been exacerbated by the
advent of multi-core processors [1]. Persistent memory, such
as Intel’s Optane Memory [2], is persistent, byte addressable,
available in much larger capacity and lower cost per gigabyte
than traditional DRAM, but suffers several times higher latency
and lower bandwidth. It has always been used in combination
with DRAM to configure hybrid main memory systems that
can obtain both the high performance of DRAM and large
capacity of PM. However, the comprehensive performance
characteristics of hybrid memory have not been well studied,
which makes it difficult for concurrent applications to be fully
utilizing system resources on hybrid memory.

Multiple concurrent applications on a multicore chip contend
with each other to access main memory. If the limited memory
bandwidth is not managed well, it can result in significant
degradation in both system performance and individual ap-
plication performance. In hybrid memory, multi-application
concurrency is significantly different from that on a DRAM-
only memory [3] or PM-only memory [4] systems. To achieve
high system performance, we must consider three aspects of
application management in hybrid memory system: the data
placement on DRAM or PM for application workloads, the
thread allocation of parallel applications, and the execution

TABLE I
THE MULTI-APPLICATION CONCURRENCY OF HYBRID MEMORY

Management Strategies Application Agnostic Application Awareness

Data placement [5], [6], [7] Our
workThread allocation [8], [9], [10]

Interference avoiding [11], [12]

order of concurrent applications. Intelligent data placement [5]–
[7] can achieve higher performance than default configura-
tions on a hybrid-memory system. And it is also significantly
important to optimize thread allocation such that it enables
efficiently execute multi-threaded programs on hybrid memory
architectures [8]–[10]. Moreover, the interference on the hybrid
memory system is very different from that on a DRAM-only
memory system [11], [12], and it can be alleviated by schedul-
ing the execution order of multiple concurrent applications.
However, all the above schemes are application agnostic, and
the memory controller is unaware of the individual demands of
concurrent applications.

According to our preliminary observations in Section III-V,
the non-negligible performance gap between DRAM and PM
makes the existing application-agnostic management strategies
inefficient in reaching the full potential of hybrid memory. In
GPU memory systems, application-aware memory scheduling
schemes [13], [14] can improve the fairness and overall system
performance by reducing the interference between address
translation and data requests. In DRAM main memory systems,
application aware memory channel partitioning algorithm [15]
can assign preferred memory channels to different applications
to reduce inter-application memory interference. Inspired by
these works, we propose a series of application aware opti-
mization strategies, including application aware data placement,
adaptive thread allocation and inter-application interference
avoiding, to improve the concurrent performance of multiple
applications on hybrid memory.

This paper makes the following contributions:

• To the best of our knowledge, this is the first work
that provides application aware optimization for multi-
application concurrency in hybrid DRAM-PM memory.

• We propose an application aware data placement scheme
to enhance the average run time of multiple applications
by assigning the application workloads which have higher
performance improvement to DRAM.

• We can independently adjust the number of threads for
each application running on different memory medium to
improve the overall system performance.
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Fig. 1. Application classification

• We propose an application-aware scheduling to optimize
the concurrent execution of multiple applications by avoid-
ing inter-application interference.

• We evaluate and analyze the comprehensive performance
characteristics of multiple applications that are concur-
rently executed on a real server platform having a hybrid
main memory system.

II. APPLICATION AWARE HYBRID MEMORY MANAGEMENT
FOR CONCURRENT APPLICATIONS

According to the differences in system resource demands,
we can divide the application workloads of computing servers
into CPU-bound and memory-bound. To focus our work on
memory resource management, the memory-bound applications
are further classified into bandwidth-sensitive applications and
latency-sensitive applications. Our classification enables us
to clearly distinguish between the workload classes, as each
workload class forms its own distinct cluster.

Fig. 1 shows a graphical view of the latency sensitivity
and the memory bandwidth demand for all of the workloads.
When an application has low values on both x-axis and y-
axis, it is a CPU-bound application. The database workloads
with high performance requirements have the most sensitivity to
latency, and low sensitivity to bandwidth. While the workloads
for big data analysis, such as OLAP, lu cb and facesim, are
intermediate in sensitivity to both bandwidth and latency. The
HPCG, Graph500 and some data-intensive workloads have
the most sensitivity to bandwidth and the least sensitivity to
latency. The CPU-bound workloads, such as HPL, swaptions
and freqmine, will not show much sensitivity to memory
latency or bandwidth.

In hybrid main memory, the effective use of the persistent
memory devices helps reducing data movement and is of
paramount importance to achieve high performance on modern
and future computing systems. However, we observe that the
traditional memory system is application agnostic, and the
widely used memory scheduler [13] is unaware of the individual
demands of concurrent applications. It mainly focuses on
improving DRAM page hit rates, and might hurt the overall
system performance and fairness. This problem becomes more
noticeable when the memory demands of concurrent applica-
tions have wide variation, implying that an application with
high memory demand attempts to monopolize the memory
resource usage over an application with low demand.

Our goal is to provide a better understanding of the in-
teractions of concurrently executing applications in the hy-
brid DRAM-PM memory subsystem by leveraging application
awareness. There are three critical technique challenges for
concurrent applications running on hybrid memory:

����

Fig. 2. Application-aware optimization

1) How to dispense the application workloads to the ap-
propriate memory devices to enhance overall system
performance of concurrent applications?

2) How to guarantee the fairness of concurrent execution of
different workloads by allocating the optimal number of
threads for each application?

3) What kind of application workload scheduling scheme
can avoid or mitigate inter-application interference
among two or more concurrently running applications
to achieve higher performance?

As shown in Fig. 2, to address these research issues, we try
to perform application aware optimization on data placement,
memory concurrency and interference avoiding for multiple
concurrent application workloads on the hybrid main memory.
The performance boost achieved by moving workload from PM
to DRAM is quite different for various applications. In Section
III, we attempt to enhance the average run time of multiple
applications by assigning the application workloads to DRAM
when they have higher performance improvement. Different
from the conventional fixed thread allocation strategies, we
can adaptively choose the optimal number of threads for each
application running on different memory medium to further
improve the overall system performance in Section IV, since
there is a great difference on the concurrency for applications
running on two kinds of memory medium. Moreover, we make
an attempt to optimize the concurrent execution of multiple
applications by avoiding inter-application interference with an
application-aware scheduling in Section V. These methods use
offline analysis to get prior knowledge about applications,
which is sufficient for most cases.

III. DATA PLACEMENT OF HETEROGENEOUS MEMORY

We present an application-aware data placement strategy to
improve the default memory management policy in Linux.

A. Hybrid Memory Performance Test

In hybrid memory, the application performance on two kinds
of memory medium is quite different, and the magnitude of
this impact is highly dependent on the application character-
istics. To evaluate this, we run several application workloads
chosen from PARSEC [16], splash2x [17] and NAS Parallel
benchmarks(NPB) [18] on our testbed. It has an Intel Xeon
Gold 6230N processor with 192GB DRAM and 256GB PM.
All subsequent experiments are run on the same machine. Fig.
3 shows the performance degradation with the ratio of complete
time of application workloads running on PM versus DRAM
with 8 threads. Each application will run 10 times on PM and
DRAM respectively and we record their average complete time.
We observe that the running duration on PM for ocean cp is
17.5× longer than that on DRAM. In comparison, it is not
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Fig. 3. The ratio of running duration on PM normalized to that on DRAM

Algorithm 1 Application-aware Data Placement
1: S: the size of memory this App need
2: procedure ALLOCATESPACE(App, S)
3: if S ≥ Size of free space in DRAM then
4: if App is Bandwidth-Sensitive then
5: if S ≤ DRAM Size of CPU-Bound app then
6: Migrate DRAM pages of these app to PM
7: return space in DRAM
8: else
9: return space in PM

10: else
11: return space in PM
12: return space in DRAM

obvious for the performance degradation of some applications,
like freqmine and swaptions.

The persistent memory has a lower bandwidth than DRAM,
which makes the applications running longer on PM. Taking
ocean cp as an example, it streams through its partition of many
different grids in different phases of the computation, and can
incur substantial capacity and conflict misses as problem sizes
increase [17]. When the working set exceeds the cache size,
memory bandwidth becomes the bottleneck of this application.
In this experiment, ocean cp consumes 40.9GB/s and 15.3GB/s
bandwidth on DRAM for read and write, respectively, while
only 2.45GB/s and 0.8GB/s on PM due to its lower bandwidth.
This 17× gap of bandwidth can explain the slowdown of
ocean cp on PM. The limited bandwidth of PM is also the main
reason for the slowdown of bandwidth-sensitive applications,
such as canneal, radix, NPB/FT, NPB/MG and NPB/SP.

Additionally, the run duration of other application workloads
on PM is less than 1.5× of that on DRAM, such as freqmine
and swaption. They are CPU-bound applications, and can make
full use of memory locality to minimize cache misses. As a
result, memory is not the bottleneck for this type of application.
Hence, the application run on different memory medium has
unnoticeable impact on the execution time of these workloads.

Observation: The run duration of bandwidth-sensitive
applications on PM is 10s times of that on DRAM, but not
for CPU-bound application workloads.

Implication: The data placement of various application
workloads in hybrid memory will significantly impact the sys-
tem performance. CPU-Bound workloads can run on DRAM or
PM freely, while the bandwidth-sensitive application workloads
should be stored on DRAM to avoid the significant performance
degradation.

B. Optimization Solution

The fixed strategy to allocate free space on Linux is ineffi-
cient to hybrid memory. Linux’s default memory management
policy is performed in an application oblivious way. In a
server having hybrid DRAM and PM memory, Linux always

Fig. 4. Optimization Results. D and P refer to DRAM and PM.

attempts to maximize the utilization of DRAM and only try to
allocate the free space on PM when there is no available space
in DRAM. As a result, if a bandwidth-sensitive application
is launched on hybrid memory when DRAM does not have
enough free space, Linux OS will allocate memory page on
PM, which will results in significant performance degradation
for the bandwidth-sensitive applications.

In our work, we present an application-aware data place-
ment strategy as shown in Algorithm 1 to improve the Linux
default strategy. When an application workload is launched,
it firstly tries to assign it on DRAM if there is enough free
space. Otherwise, we must judge whether the application is
bandwidth-sensitive. For bandwidth-sensitive applications, it
can migrate some occupied DRAM pages of CPU-Bound ap-
plications to PM, and then allocate these DRAM pages for the
new application. If all the application workloads in DRAM are
bandwidth-sensitive, we only have to assign the new application
to PM. Moreover, we also assign the bandwidth-insensitive
applications to PM with low performance degradation. To make
our application aware strategy practical, the application type
can be defined by user or classified automatically from the
information of hardware performance counter.

C. Evaluation Results

We compare our proposed application aware strategy with
the traditional application-agnostic method in three application
groups. In traditional scheme, each workload in the application
group is executed in parallel on the same memory with 8
threads. To make full use of hybrid memory, it can concurrently
executed on different memory channels/devices. In our exper-
iment, we try to reduce the total duration of each application
group by exploiting application awareness.

As shown in Fig. 4, we test the run duration of three appli-
cation groups, and the application workloads are concurrently
executed in each group. Here, we only compare our work
with the Linux default strategy since the difference in memory
medium [5], [6] and hardware support [7] in the related works.
In the default strategy of Linux OS data placement, freqmine,
fluidanimate and lu cb applications are assigned to DRAM
while ocean cp and streamcluster is placed on PM for Group
1. According to our application classification, ocean cp and
streamcluster are bandwidth-sensitive applications and their
performance bottleneck is the PM bandwidth, while freqmine
and lu cb are bandwidth-insensitive applications and the per-
formance impacts of PM on these workloads are negligible. In
our application-aware strategy, it can adjust the data placement
by placing bandwidth-sensitive applications on DRAM and
moving other workloads freqmine, lu cb to PM. And it can
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Fig. 5. Scalability of different applications on DRAM and PM

reduce the total run time of Group 1 by 57.6%. Similarly,
our application aware strategy can decrease the run duration
of Group 2 and Group 3 by 40.1% and 60.7%, respectively.
Moreover, we also test the additional time overhead for page
migration in hybrid memory, and it does not exceed 0.2% of
the run duration in all application groups.

IV. MEMORY CONCURRENCY

We describe an adaptive thread allocation scheme to support
application concurrency on hybrid main memory.

A. Scalability Test

The concurrent capacity of application workloads is distinct
for different medium in hybrid memory. To test the application
concurrency, we run workloads with thread number varies from
1 to 20. For instance, as shown in Fig. 5, freqmine has similar
scalability no matter on DRAM or PM. However,unlike running
on DRAM, it is hardly to improve the performance of NPB/LU
on PM by increasing the number of threads. The parallel
efficiency of some applications is hard to be improved maybe
due to the limited bandwidth in hybrid memory.

Different applications have various bandwidth requirements,
resulting in a significant divergence in their scalability on hy-
brid memory. In the above experiments, when an application is
executed in a single thread, NPB/LU needs 2.3GB/s and 1GB/s
of bandwidth for read and write, respectively. As the number of
threads increases, its bandwidth requirements increase linearly
and will immediately exceed the upper limit of PM, making
the memory bandwidth a bottleneck for this application. In our
experiment, the bandwidth-sensitive applications have similar
results in their scalability. In contrast, freqmine needs only
182MB/s and 66MB/s of bandwidth for read and write per
thread. This application has low sensitivity to memory band-
width, which allows it to scale well until its bandwidth demand
larger than the memory bandwidth of hybrid memory.

Observation: The application concurrency varies with
the memory medium. The performance of bandwidth-sensitive
applications run on PM cannot be synchronously enhanced with
the thread number increasing.

Implication: To achieve the highest parallel performance,
the optimal thread number for different application workloads
vary with the memory medium type. The bandwidth-sensitive
applications should limit the thread number on PM to improve
the overall system efficiency.

B. Optimization Solution

The determination of the thread number is very complicated
for the parallel computing in a hybrid memory system. It is a
widely held belief that more threads are preferred to speed up
the applications. Though the traditional thread allocation policy

Algorithm 2 Application-aware Thread Allocation
1: Dt : the duration of App using t threads
2: T : the optimal number of threads
3: S : the speedup of App
4: procedure OPTIMALTHREADNUMBER(App) → T
5: T = 0, S = 1, S′ = 1, R = 1
6: Get D1 by running App with 1 thread
7: do
8: T = T + 1, S′ = S
9: Get DT+1 by running App with T + 1 threads

10: S = D1/DT+1, R = (S − S′)/S′
11: � R : the ratio of the speedup increasement
12: while R ≥ 0.1
13: return T

is effective on DRAM, it is not a good choice for the application
on hybrid memory any more since the memory bandwidth of
PM is much smaller than that of DRAM. The inappropriate
thread number can not speed up the application on hybrid mem-
ory, but it may even harm the overall performance. Therefore,
it is necessary to find an appropriate parallel parameter for the
applications running on different memory mediums.

We propose a thread allocation approach for applications on
hybrid memory by exploiting application awareness to avoid
inefficient thread allocation. We first find the optimal thread
number for the selected application by Algorithm 2. It will
perform the scalability test and return the optimal number of
threads if an addition thread can not measurably increase the
speedup. Then, the remain thread resources can be allocated
to other applications whose number of threads less than their
optimal values. Hence, the overall efficiency can be improved
by this per-application threads adjustment. We perform extra
tests in advance to get the optimal thread number for each
application workload on different memory mediums. With these
prior knowledge, it only brings negligible lookup overhead in
the run time to implement our adaptive thread allocation.

C. Evaluation Results
Different from the hybrid DRAM-SRAM memory optimiza-

tions in [8], [9], we provide a practical solution for the multi-
application concurrency of hybrid DRAM-PM memory systems
rather than the only concurrency analysis of OLAP workloads
in [10]. As shown in Fig. 6, the overall performance of appli-
cations parallel running on hybrid memory can be improved
by per-application threads adjustment. This optimization need
an extra directory look up operation to get the optimal number
of threads and there is almost no visible overhead. In Group
1, the left results show the duration of traditional evenly
distributed eight threads for each applications. We find the
optimal number of threads NPB/FT on PM is four with the prior
knowledge. In addition, freqmine on DRAM can still maintain
good scalability with more than eight threads. In our proposed
approach, we assign four threads for NPB/FT while twelve
threads for frqmine, which can reduce the overall execution
time of these applications by 36.5%. We can also improve the
performance of Group 2 by 37.7% in a similar way. In Group
3, we consider the optimal number of threads for lu cb is four.
When only reducing the number of threads of lu cb from 8 to 4,
the overall execution time of two 8-thread running applications
can also be decreased by 23.9% due to interference mitigation.
It will be studied in depth in the next section.
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Fig. 6. Optimization Result

V. INTER-APPLICATION INTERFERENCE AVOIDING

We propose an application-aware scheduling strategy to
alleviate or avoid the interference of different applications for
higher overall concurrent performance.

A. Interference Test

There is bandwidth contention when two or more applica-
tions simultaneously access the hybrid memory, which will
cause serious interference and degradation on concurrent per-
formance. And this interference in hybrid memory is more
complicated than that in the pure DRAM memory system.
To demonstrate this, we first try to traversed all memory
access modes. Our test include 4 types of memory access
patterns (1)SR: Sequential Read, (2)RR:Random Read, (3)SW:
Sequential Write, (4)RW: Random Write with 1, 2, 4, 8 and
10 threads to run on DRAM and PM, which will form 40
types of memory access modes. Then, we run the bandwidth
benchmark and get the bandwidth of all memory access modes
without any interference. At last, 40 types of interference are
constructed by 40 types of memory access mode with separate
running, we rerun the benchmark test for each memory access
modes and get the reduction ratio of the bandwidth under each
type of interference. The results are shown in the Fig. 7 and
summarized as the following two aspects.

At first, the interference between DRAM and PM is asym-
metrical. Accessing DRAM has little effect on the bandwidth
of PM, whereas PM reads or writes can significantly reduce
the bandwidth of DRAM. The bandwidth of sequential read
with 10 threads on PM is 13GB/s and it can be reduced by
15% (11 GB/s) at most with the interference caused by DRAM
reads or writes with 10 threads. In comparison, the bandwidth
of sequential read on DRAM can be reduced by 80%(94GB/s
to 18GB/s) with 10 interfered threads to sequential read on
PM. Moreover, for the bandwidth of DRAM, the interference
caused by PM reads and writes is more significant than that on
DRAM. Therefore, in the following analysis, we will ignore
the interfered PM bandwidth caused by accessing DRAM and
mainly focus on the interference caused by accessing PM .

Secondly, the number of threads and memory access pattern
has a great impact on the interference of concurrent appli-
cations. The interference will become more serious with the
number of threads increasing. Random write on PM with 1, 2,
4, 8 or 10 threads will reduce the bandwidth of sequential write
on DRAM with 10 threads by 33.8%, 68.2%, 89.9%, 96.7%,
97.6%(68GB/s to 1.7GB/s). For the memory access pattern,
random write will produce the most severe interference on write
performance of DRAM. Considering the intensive write on
PM will reduce the bandwidth more than 95%, the bandwidth-

Fig. 7. Bandwidth contention on hybrid memory. X axis presents the interfer-
ence type and Y axis is benchmark type. The darker the color means the more
the bandwidth is reduced compared to when there is no interference.

sensitive application running on DRAM will still be severely
affected. Sequential read also have a considerable effect on the
sequential read bandwidth of DRAM, since sequential read on
PM with 10 threads reduce the bandwidth of sequential read
on DRAM with 10 threads by 79% (89.3GB/s to 18.3GB/s).

Observation: Intensive access on PM will significantly
reduce the bandwidth of DRAM. Random writes and sequential
reads to PM have a more serious interference on write and read
bandwidth of DRAM, respectively.

Implication: We can schedule the concurrent applications
on hybrid memory to avoid or reduce the interference by
avoiding bandwidth-sensitive applications run on DRAM when
write-intensive applications is running on PM.

B. Optimization Solution

To minimize the interference among applications on hybrid
memory, we need to dynamically adjust the execution order of
these application workloads. Our optimization scheme include
two steps: 1) detect the potential interference and 2) adjust
execution order with application-aware strategy. A potential in-
terference is detected if a write-intensive application is running
on PM and a bandwidth-sensitive application is concurrently
running on DRAM. It need to check the application type
when a new application is launching. Then, our proposed
strategy will dispatch the concurrent applications to avoid the
severe interference with application-aware selection using two
methods. 1 When a write-intensive application has already
run on PM, it can launch another application that has less
susceptible to interference, such as a CPU-bound application,
to run on DRAM. This strategy can schedule the application
to run ahead of the original bandwidth-sensitive application
to avoid inter-application interference. 2 When a bandwidth-
sensitive application is already running on DRAM, the strategy
can schedule another application that cause less interference
on PM early rather than a write-intensive application. Though
this adjustment may not considerably lower the run duration of
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Fig. 8. Optimization Result

applications on the PM, it can improve the overall performance
by enhancing the performance of the applications on DRAM.

C. Evaluation Results
We compare our work with the traditional application sched-

ule strategy. Fig. 8 shows that our proposed optimization strat-
egy can improve the overall performance by minimize inter-
application interference. For “Non-opt” setting, these applica-
tions will be executed without interference awareness and may
lead to inefficiency for concurrent execution on hybrid memory.
The scheduler looks up the type of application from prior
knowledge and makes a decision with no visible overhead. For
Group 1, lu cb on PM have a severe interference with ocean cp
application on DRAM. Based on our prior knowledge, lu cb is
a write-intensive application, while ocean cp is a bandwidth-
intensive application. Applying the method 1 ,it can reduce the
run duration by 34.8%. In Group 2, though the two applica-
tions: freqmine and NPB/MG are both interfered by NPB/FT,
the NPB/MG suffers more inter-application interference. The
rescheduling can also bring 13.2% performance improvement
for the concurrent execution of these three applications. In
Group 3, using methods 2 brings a 15.8% improvement.

VI. OVERALL OPTIMIZATION

We study the additive effects of all three optimization
techniques on hybrid memory and the results are shown in
Fig. 9. The default number of threads in Group 1 is 8 for all
five application workloads. Since the ocean cp have a strong
interference effect on the fluidanimate, we apply approach
in Section V to avoid this inter-application interference, and
run the streamcluster first. Then, we exchange the placement
of ocean cp and streamcluster with lu cb and freqmine on
different memory mediums, because the first two workloads are
bandwidth-sensitive and they should be executed on DRAM,
as noted in Section III.And the last two workloads can be run
on PM without significant performance degradation. At last,
the overall performance can be further improved by reducing
the number of threads from 8 to 4 on workload lu cb. The
additive effect of all three optimization techniques on Group 1
is saving 62.8% duration time. Similarly, the overall execution
time of Group 2 can be saved by 44.5% when we perform
these optimization schemes in order of thread allocation in
Section IV, workload placement in Section III, and application
scheduling in Section V. With three optimization enabled, the
overhead is not more than 0.2% and it mainly come from page
migration in workload placement.

VII. CONCLUSIONS

The concurrent execution of multiple applications are ap-
plication agnostic in traditional designs and they cannot fully

Fig. 9. Overall Optimization Result

utilize the potential of hybrid DRAM-PM main memory. In
this paper, we first evaluate and analyze the comprehensive
performance characteristics of multiple concurrent applications
on a real server platform having a hybrid main memory system.
Then, we propose three kinds of application aware optimization
strategies, including application aware data placement, adaptive
thread allocation and inter-application interference avoiding, to
improve the multi-application concurrency on hybrid memory.
Comparing with the existing default designs, the experimental
results show that our optimization methods can significantly
save the overall execution duration of multiple applications with
negligible overheads.
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