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Abstract—Computing the electric potential and electric field
is important for modeling and analysis of VLSI chip and high
speed circuits. For instance, it is an important step for DC
analysis for high speed circuits as well as dielectric reliability
and capacitance extraction for VLSI interconnects. In this paper,
we propose a new data-driven meshless 2D analysis method,
called PCEsolve, of electric potential and electric fields based
on the physics-constrained deep learning scheme. We show
how to formulate the differential loss functions to consider the
Laplace differential equations with voltage boundary conditions
for typical electrostatic analysis problem so that the supervised
learning process can be carried out. We apply the resulting
PCEsolve solver to calculate electric potential and electric field
for VLSI interconnects with complicated boundaries. We show
the potential and limitations of physics-constrained deep learning
for practical electrostatics analysis. Our study for purely label-
free training (in which no information from FEM solver is
provided) shows that PCEsolve can get accurate results around
the boundaries, but the accuracy degenerates in regions far away
from the boundaries. To mitigate this problem, we explore to add
some simulation data or labels at collocation points derived from
FEM analysis and resulting PCEsolve can be much more accurate
across all the solution domain. Numerical results demonstrate
that the PCEsolve achieves an average error rate of 3.6% on 64
cases with random boundary conditions and it is 27.5x faster
than COMSOL on test cases. The speedup can be further boosted
to ~ 38000x in single-point estimations. We also study the
impacts of weights on different components of loss functions to
improve the model accuracy for both voltage and electric field.

I. INTRODUCTION

Electrostatics is an important subject of study as it is pivotal
in many VLSI modeling applications. The goal is to compute
voltage potential and electric fields with some voltage and
current boundary conditions for dielectrics and metal intercon-
nects or planes. In the back-end of VLSI manufacturing, strong
electric field can induce failure of the dielectrics, which is
known as Time-dependent dielectric breakdown (TDDB) [1].
Simulation of this aging effect requires electrostatics. Also,
several methods of parasitic extraction involves electrostatics
simulations in the chip layouts [2]. Recently global placement
is also modeled as electrostatic problem [3].

Traditionally, this problem is primarily solved by numerical
methods with spatial discretization of the governing equation
using polynomials into a finite-dimensional algebraic system
(as is done in finite element method (FEM) or finite difference
method (FDM)). Such numerical methods typically require
meshing of a complicated layout or geometry, which can be
very computationally prohibitive for large problems.

On the other hand, deep neural networks (DNN) have
propelled an evolution in machine learning fields and redefined
many existing applications with new human-level Al capabil-
ities. DNNs such as convolution neural networks (CNN) have
recently been applied to many cognitive applications such as
visual object recognition, object detection, speech recognition,
natural language understanding, etc. due to dramatic accuracy
improvements in those tasks [4]. However, how to apply the
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deep learning techniques to learn and encode laws of physics
and help to solve nonlinear partial differential equations still
remains in its infancy.

Recently, the so called physics-informed neural networks
(PINN) or physics-constrained neural networks (PCNN) have
been proposed to learn and encode physics laws expressed
by nonlinear partial differential equations (PDE) for complex
physical, biological or engineering systems [5], [6]. The idea
is to use DNN, which is differentiable, to regularize the loss
functions via back-propagation based training to obtain so-
called physics-informed/constrained surrogate models, which
can quickly infer the solutions of the PDE to all input coordi-
nates and parameters. The promise of PINN/PCNN is that we
only need small number of training examples and the resulting
DNN models will quickly respect the underlying principled
physics laws for all the input coordinates and parameters so
that fast and accurate numerical solutions can be obtained.
Another significant benefits of PINN/PCNN idea is that they
are mesh-free compared to traditional FEM or FDM based
methods. However, only very simple PDE problems were
demonstrated in [6]-[10] although some progresses were made
for more complicated aerodynamics simulation recently [11].

Inspired by recent progress with PINN/PCNN for solving
partial differential equations, in this work, we propose a new
data-driven 2D analysis of electric potential and electric fields
based on physics-constrained deep learning scheme, called
PCEsolve. Our contribution are as follows:

e We first show how to formulate the differential loss
functions to consider the Laplace differential equations
with voltage boundary conditions for typical electrostatic
analysis problem. The resulting solving process becomes
a nonlinear optimization process, which are solved by the
back-propagation method in existing DNN networks. We
apply the resulting PCEsolve solver to calculate electric
potential and electric field for VLSI interconnects with
complicated boundaries.

e Our study for purely label-free training (in which no
information from FEM solver is provided) shows that
PCEsolve can get accurate results around the boundaries,
but the accuracy degenerates in regions far away from
the boundaries. To mitigate this problem, we explore to
add some simulation data or labels at collocation points
derived from FEM analysis. We explore both voltage and
electric field (1st order derivative) label information and
resulting PCEsolve can be much more accurate across all
the solution domain.

e We also studied the impacts of weights on different
components of loss functions to improve the model
accuracy for both voltage and electric field.

e Numerical results demonstrate the PCEsolve achieves
an average error rate of 3.6% on 64 cases with random
boundary conditions and it is 27.5x faster than COMSOL
on test cases. The speedup can be further boosted to
~ 38000x in single-point estimations. Our study shows
that the current PINN/PCNN frameworks have some
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potentials for solving practical electrostatics analysis but
with limited accuracy.

This paper is organized as follows: Section II reviews some
related work for using machine learning and recent deep
learning to solve the nonlinear partial differential equations.
Section III gives the basic background of electrostatic problem
and related differential equations and boundary conditions.
Section IV presents the proposed physics-constrained neu-
ral network solver for the electrostatic solution. Section V
presents the numerical results and discussions of those results.
Finally section VI concludes this paper.

II. RELATED WORK

In this section, we review some related work. Using the
neural networks with physics laws to solve classic differ-
ential equations as constraints was originally proposed in
late 90’s [12], [13]. However, those works were limited by
computational power at time. Recently, this idea have re-
ceived much attention due to recent advances in deep learning
for many cognitive tasks with ever-increasing computational
resources [4]. Recently, Raissi et al proposed to solve 1-D
PDEs [6], [7] using so-called PINN as shown in Fig. 1. In
this neural network, the physics law in terms of partial dif-
ferential equations, boundary conditions and initial conditions
are explicitly checked for each input (coordinates) so that the
resulting loss function and its gradient can be computed for
back-propagation based training.

o
°
e
° o
o
e
o
o

Fig. 1: Concept of physics-informed neural networks

The PINN or PCNN approaches have been recently ex-
tended to solve high dimensional PDEs by approximating
Galerkin method using neural networks [9], assimilate multi-
fidelity training data [14], and its variational analyses have
been explored based on arbitrary polynomial chaos [15] and
adversarial inference [16]. However, those models can only
solve small-sized PDEs with simple boundary conditions. PDE
problems with complex boundary and geometries actually still
remain a challenging problem as demonstrated by this work.
Berg et al proposed a new loss function so that the boundary
conditions can be hard-coded to be automatically fulfilled
by using two well-defined neural network-enabled auxiliary
functions [10]. Recently Sun et al applied the PCNN concept
to solve the uncertainty quantification problems of fluid flows
described by Naive-Stokes PDEs [17]. This method introduced
more parameters into the neural networks to model the pa-
rameter variations show that PCNN based models can yield
significant speedup over the first-principle based numerical
approaches. However, all those published work were demon-
strated on many small problems with simple boundary con-
ditions and the claimed accuracies were not verified on large
engineering problems. As we show in this paper, PINN/PCNN
based analysis framework still remain challenging for practical
large analysis problems in terms of both speedup and accuracy.

III. PRELIMINARIES
A. Electrostatics problem

As mentioned above, many VLSI related problems can be
concluded to electrostatics problem, where electric current
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does not exist and there are only static electric fields due to
the voltages applied or charges. They are governed by the first
equation of the Maxwell’s equations, also known as Gauss’s
law:

V2u(z) = _Tp,x cd )

with following Dirichlet and Neumann boundary conditions:

flz), x € I'p,

=g(z), x € Ty, @

ST

Vu -

where @ is the solution domain, I'p is the part of the boundary
where Dirichlet (voltage) boundary conditions are given, I' 5 is
the part of the boundary where Neumann boundary conditions
are given, u(z) is unknown potential to be found, p is the
charge density, € is permittivity, f(z), and g(x) are given
voltage sources and current sources at the boundaries.

In cases where static charges are absent, which this work
focuses on, (1) becomes Laplace equation:

Viu=0 3)

After solving (3), distribution of electric field is usually
obtained by calculating the gradient as per its definition:

E=-Vu )

Solving for E under given voltage boundary conditions f(u)
is often of more interest for many practical problems. For
example, for capacitance extraction, first the voltage is set to
1V for one interconnect wire (indexed %), OV for other wires.
Then the induced static charge in any other wire j can be
computed using Gauss’s flux theorem.

B. Finite element method

In convention, electrostatics problems are solved using
discretization methods such as FEM or FDM. Results given
by commercial tools based on FEM such as COMSOL are
usually deemed golden.

In conclusive words, FEM first discretizes the domain to be
solved by a mesh. The mesh and the shape function chosen
define a function space. Elements of the function space are
defined by expansion coefficients of the shape functions. A
numeric solution to the original PDEs can be then found by
searching in this function space for the one that best fits the
original equations. This is done by setting up and solving
a linear system from the original PDEs, with the expansion
coefficients to be solved. Typically, the final linear system is
composed of tens of thousands of unknowns, known as DOF
(degree of freedom). Solving a problem of this scale is not
very expensive, yet is still noticeable in a longer routine.

IV. THE PROPOSED PHYSICS-CONSTRAINED NEURAL
NETWORK SOLVER FOR ELECTROSTATICS

In this section, we present the proposed physics-constrained
neural network solver for electrostatics problem. We first
present how the loss functions are built and then we show how
to extend the PCNN concept for parameterized PCNN network
so that the trained models can be applied to simulation works
for different parameters and conditions.
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A. PCNN models for electrostatics analysis

As we can see, PCNN essentially leverage the well-known
capability of DNN as universal function approximation [5],
[6]. PCNN learns to model the behaviors of any dynamic time-
dependent, nonlinear system, expressed by the given PDE with
boundary and initial conditions. For electrostatic problem as
we see from (1), we are computing the steady-state solution.
As a result, we only use multilayer perceptron (MLP) neural
network architecture as we do not need to learn temporal
information. Fig. 2 show the proposed MLP-based PCNN
electrostatic solver, that takes the inputs (location z,y) and
output an approximate solution. The specific hyperparameters
such as number of hidden layers, and number of nodes in each
layer are determined experimentally. For each hidden layer,
ReLU is used as the activation function. For the output layer,
sigmoid is used as the activation layer as we scale the output
voltage range to [0, 1].

T

Minimize V2u
Fig. 2: The proposed PCNN based electrostatic model. o

stands for nonlinear activations. The training of PCNN is done
by minimizing the physics-based loss.

The training process of PCNN is essentially an optimization
process, it looks for a set of parameters (W, b) which mini-
mizes the physics based loss defined by the original differential
equation.

Specifically for our electrostatics problems, the physics
based loss function can be defined by the original equations
(3) and (2)

Lyny(W.b) = [|[V?ulls + [Ju — f(2)lIr, ®)

Gauss’s law Boundary condition

where || - || is L2 norm over a specific domain. Then, training
of the network is defined as an optimization problem, looking
for the optimal weights and biases (W*, b*) that minimizes
the loss. The process is also shown in Fig. 2:

W™, b* = argmin Ly, (W, b) (6)
W.b

In practice, the L2 norm is computed using the collocation
method [13]. The domain ¢ and the boundary I is discretized
into sets of collocation points ¢, and I'y4, with the number of
points |®4| = Ny and |I'y| = N,, respectively. Then the loss is
computed through the root mean square error on these points.
For the part that corresponds to gauss’s law in the PDE form
(equation residual),

Ny
1 v o P
Lpde(w7b) = EZ‘VQU('Z’Z:Z/Z)|27($Z7:U2) € (Dd (7)
i=0
where U(z,y) stands for the PCNN solution.
For the part that covers the boundary condition,
1

2 %
Lbou(Wb NZ‘U-T y)fub| (

) €Ty (8)
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where ui is the value of the voltage boundary condition at
collocation point (z*,y").

Combining the two parts of the loss function, the complete
loss function used in practice is defined as

chnn(Wa b) = Lpde(w7 b) + Lbou(w> b) (9)

By minimizing the loss function, the network U(z,y) will
converge to an accurate solution to the original problem.

B. Improved loss function with labels

Our study shows that for many practical problems with
complicated boundary conditions, PCNN loss function defined
in (9) may still lead to large errors especially for the region
far away from the boundary. In this case, introducing some
data from numerical solutions or measurement as labels can be
instrumental for the training of PCNN networks. For example,
one can get the solution with FEM on a coarse mesh, and use
it to aid training the PCNN. Compared with the much longer
runtime required to solve the PDE on a finer mesh or training
the label-free PCNN, the cost of getting such assistant data is
negligible.

Denote this set of data ((x,y),
data-defined loss is then

Z U(2,y) —ul®

Llabel(w b
\I’label

u) as Wigper, @ new part of
(10)

where W, is the data points and |W;,per| = N;.

Furthermore, we can add first derivatives into the label data.
In this case the data set is in the form of ((z,y), u, Vu). The
loss function becomes

Liabet(W, b) Z |U (2, y) —u> + \|[VU (2, y) — Vul|?

Ly abe
label (1 1)
where A is a coefficient, which can be determined experimen-
tally. The final loss function with label data Lycpn,z.(W,b)
becomes

Lpenn,.(W,b) =Lpge(W,b) + Loy, (W, b)+

Ligbet(W, b)

C. Parameterized PCNN surrogate models

The trained PCNN surrogate model discussed in the pre-
vious section can only solve particular problem described by
given PDEs and boundary and initial conditions. To make the
model adaptive to various scenarios, PCNN models need to
be parameterized [17]. For our problems, the supply voltages
are parameterized as an demonstration of this idea, and are
denoted 6. Then the final loss function with labels and param-
eters becomes

chnn,L,P(W7 b» 0) :Lpde(w7 b7 '9) + Lbou(W7 b7 9)+
Liabert(W, b, 0)

12)

(13)

We note that once the parameterized PCNN model is
trained, the inference time of the network is much faster than
running a conventional FEM based solver for the differential
equations for different parameter, which can be very useful
for process variational and uncertainty quantification analysis.

V. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we present the experimental results of our
proposed PINN solver for electric potential and electric fields
of VLSI interconnects. All the models are implemented in
Python basing on TensorFlow(1.14.0) library [18] which is an
open-source machine learning platform.

Design, Automation and Test in Europe Conference



A. Label-free PCNN network

We first implement the original PCNN which is based in
[6]. It is called label-free PCNN solver as the model is solely
trained by loss functions defined by the physics-constraint of
PDE in (6) with no simulation data (labels). We test this solver
on a VLSI design with complicated contour of interconnects.
The resulting electric field is shown in Fig. 3a and the result
derived from COMSOL is shown as the ground truth in
Fig. 3b.
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Fig. 3: (a) Label-free PCNN solver result (b) Ground truth (c)
Error map (d) Centerline voltage profile

As is shown in Fig. 3c, the label-free PCNN solver yields
accurate results near the boundaries while the errors get large
in other parts, especially at the points that are far away
from any adjacent boundary. The overall root-mean-square-
error (RMSE) of the estimated electric potential result is
0.29V, which can also be translated to 29% normalized-RMSE
(NRMSE) considering the full 1V voltage range. The reason
of this low accuracy is that the solver got stuck at a local
minimum where it fails to generate smooth transitions from
high to low electric potentials. As is mentioned at the end
of Section II, our result here reveals the low capability of
existing PCNN in modeling practical engineering problems
with complicated boundaries.

The loss function (9) of the label-free PCNN solver consists
of two parts: boundary loss (Lpe.,) Which penalizes errors on
the boundaries and equation residuals (Lpqe) which enforces
Laplace equation. Both parts contribute equally in the loss
function. However, the loss of equation residuals is derived
by gradient-based calculation which inherently has gradient
vanishing problem. There are 8 fully-connected layers in the
solver and the equation residuals loss was observed to be
5 to 7 orders of magnitude smaller than the boundary loss.
This biased loss leads to a bad learning scheme in which the
model is more focused on minimizing the boundary errors and
ignores the equation residuals part. To make both parts more
balanced, we introduce weight parameters (Wpo, and Wpge)
to the loss function

chnn(wa b) - WpdeLpde(W7 b) + WbouLbou(Wa b) (14)

To figure out the best conﬁguratlon of the Welghts we fix
Whaou to 1 and gradually increase Wpge from 103 to 10°.
Some of the results are shown in Fig. 4 and from which we
can clearly see that increasing Wpqe leads to better accuracy
of the results in transition areas. However, as Wpq. continues
to increase, the accuracy near boundaries degrades. We finally
set Wyoo and Wpge to 1 and 10% respectively leads to an
optimized solver with minimized RMSE of 0.059V or NRMSE
of 5.9%. The accuracy is significantly improved compared to
the original implementation which yields 0.29V RMSE.

The improvement we made in the loss function greatly
increases the accuracy of existing PCNN model but still not
very satisfactory. The problem is still due to the low accuracy
in transition areas which is poorly handled by PCNN. Actually,
the idea of completely excluding any simulation data from the
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Weight of equation residual Loss Increases
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Fig. 4: Influence of weights on PCNN result

training process in existing PCNN is arguable. Some prior
data, especially the ones that can be acquired at limited cost,
should be adopted into the model training. Thus we further
explore the potential of our solver by proposing the label-
assisted PCNN model.

B. Simulation-label assisted PCNN

As described in Section IV-B, we introduce some simulation
data as labels to assist the training, under the assumption that
these simulation data can be obtained cheaply via existing
numerical approaches. (as only small or coarse meshes are
needed). As is shown in Fig. 5a, only a limited number of
simulation results are sampled (black dots) from the coarse
result derived by COMSOL and most sample points are located
in the transition area. The label-assisted solver is trained in
the same way as the label-free solver except that coarse data
are added to facilitate the training process and the results
are shown in Fig. 5. The overall accuracy is improved and
the RMSE is reduced to 0.049V which is 4.9% in terms of
NRMSE. The smoothness of the transition area is also im-
proved as the label penalizes the model for abrupt changes and
forces the solver to generate a continuously fading transition
from high to low electric potentials.

V(x=1000)

f

(d)

Fig. 5: (a) Coarse label data (b) Label-assisted PCNN solver
result (c¢) Error map (d) Centerline voltage profile
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Fig. 6: (a) Boundary voltage inputs of parameterized PCNN
(b) Learning curve of parameterized PCNN
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Fig. 7: Selected training results of Parameterized PCNN

C. Parameterized PCNN surrogate models

The aforementioned PCNN models are all dedicated for a
specific case with fixed boundary condition, i.e. voltages on
the interconnects. Once a new boundary condition is given,
the training process has to start all over again even if the
voltages might only be slightly altered. This is also the case
for COMSOL which has to be rerun for every new boundary
condition. To mitigate this problem, we add the voltages on
boundaries as extra parameter inputs to PCNN in addition
to the original z,y coordinate inputs, and we refer to this
modified model as parameterized PCNN.

The interconnects topology used to train parameterized
PCNN remains the same as we used in aforementioned experi-
ments. The difference is that the boundary voltages can now be
changed to random values. We generated 64 different boundary
conditions by randomly assigning OV or 1V voltage to each of
the 6 wires as shown in Fig. 6a. In this work, the parameterized
PCNN has 8 inputs with 2 for location and 6 for voltages. It
is trained using all 64 cases simultaneously and the learning
curve is shown in Fig. 6b. The electric field estimation results
for some of the training cases are shown in Fig. 7. The average
RMSE across all training cases is 0.036V and the maximum
and minimum RMSEs are 0.052V and 0.007V respectively.
The accuracy remains at the same level compared to previous
solver, but the model capacity is significantly enhanced. The
parameterized PCNN is able to model much more cases and
achieves quite good accuracy for each of them.

Another significant advantage of parameterized PCNN is
that it can extrapolate to brand new cases. By altering 6 voltage
inputs, the trained model can do the inference for unseen test
cases with no need of retraining. We test the model on two
new cases with random boundary voltages and the RMSEs are
0.21V and 0.23V respectively. More importantly, as there is no
training required for inference, the time costs for both cases
are 0.84s and 0.42s respectively, which is quite fast compared
to the 23.14s COMSOL spent to solve each of them.

The speedup can be more significant when doing inferences
for a large number of unseen new cases. Also, when the
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interconnects boundary gets more complicated, it would cost
COMSOL more time to generate the mesh and solve for the
result. However, the time cost of PCNN remains the same
as the forward propagation structure is unchanged. Moreover,
parameterized PCNN can solve for a small sub-area or even
a single point. If the voltage potential at only one point is
required, the time cost of parameterized PCNN is drastically
reduced to 6 x 10~* which makes the speedup against COM-
SOL boosts to ~ 38000x since COMSOL still has to solve
the complete layout and then pick the required point out.

D. Electric field estimation

Once the PCNN model is trained, both x- and y-axis
components of the electric field can be derived by computing
the partial derivatives of voltage potential with respect to x and
y inputs. In this work, we leverage the existing automatic dif-
ferentiation, i.e. back-propagation, to compute the derivatives.
We apply the label-assisted solver on a different layout with
new boundary conditions. The estimated voltage potential and
its corresponding electric field is shown in Fig. 8. The RMSE
is 0.058V for voltage potential and is 8.1 x 10~* V/nm for
electric field. We use this result as our baseline error in this
subsection.

2000

1000

|
0

0

Fig. 8: (a) Ground truth of voltage potential (b) PCNN voltage
potential estimation (c) Ground truth of electric field (d) PCNN
electric field estimation

Since the accuracy of electric field is newly taken into
consideration here, the model and the hyperparameters we
optimized in previous section may not apply to this new case.
Thus, we further fine tune the solver to get the best accuracy
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in electric field estimation. The coarse simulation results of
electric field are taken as label data in addition to existing
electric potential labels. The weight for these new labels are
also introduced into the loss as W e, which converts the loss
function into (15)

chnn L(W b) = Wpde pde(w b) + WbouLbou(W7 b)+
N Z U (2, ) — ul* + Weiee| VU (2, y) — Vul?

Yiabel

15)

To search for the optimized weights configuration, we
first set Wpge to zero so that the influence of second-order
derivatives is eliminated. We then fix W, to 1 and gradually
increase Woejee. The results evolution is shown in Fig. 9. The
lowest error of both voltage potential (0.047V) and electric
field (9.3 10~* V/nm) are achleved when the weights (Wbou
: Welee : Wipae) are set to 1 : 103 : 0. The result accuracy is
worse than the baseline, which is w1thin our expectation since
the influence of Wp,q, is temporarily isolated.

Weight of Electric Field Label Data Loss Increases
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Fig. 9: Influence of W on voltage potential and electric
field results

We then add W4, back to the loss function and gradually
increase it to find the final optimized combination of three
weights. The results evolution is shown in Fig. 10. The best
accuracy is achieved when the weights are set to 1 : 10% :
107. Compared to baseline, the RMSE of voltage potentlal is
reduced from 0.058V to 0.036V and from 8.1 x 10~* V/nm
to 7.7 x 10~* V/nm for electric field.

Weight of equation residual Loss Increases
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Fig. 10: Influence of Wpge on voltage potential and electric
field results

VI. CONCLUSIONS

This work proposed a novel 2D electric field analysis
method based on the physics-constrained deep learning con-
cept. We show how to formulate the differential loss functions
to consider the Laplace differential equations with voltage
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boundary conditions for typical electrostatic analysis problem
so that the supervised learning process can be carried out.
We apply the resulting PCEsolve solver to calculate electric
potential and electric field for VLSI interconnects with com-
plicated boundaries. Our study for purely label-free training
(in which no information from FEM solver is provided),
PCEsolve can give accurate results around the boundaries,
but the accuracy degenerates at in regions far away from the
boundaries. However, with the assistance of coarse simula-
tion data at collocation points derived from FEM analysis,
PCEsolve can be much more accurate across all the solution
domain. Numerical results demonstrate the PCEsolve achieves
an average error rate of 3.6% on 64 cases with random
boundary conditions and it is 27.5x faster than COMSOL on
test cases. The speedup can be further boosted to ~ 38000 %
in single-point estimations. We also studied the impacts of
weights on different components of loss functions to improve
the model accuracy for both voltage and electric field.
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