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Abstract—The shift from centralized cloud to edge comput-
ing demands hardware systems with data processing capability
at ultra-low power. Reconfigurable solutions such as Field-
Programmable Gate Arrays (FPGAs) offer a high flexibility in
terms of hardware implementation and are thus popular for use
in many edge computing systems. However, breaking through the
energy wall of FPGAs is a challenge, as low-power operation often
requires compromising performances. In this paper, we study a
low-power high-performance FPGA architecture exploiting Resis-
tive Random Access Memory (RRAM) technology. To perform a
comprehensive analysis, we introduce a novel design flow which
can rapidly prototype FPGA fabrics from which accurate area,
delay, and power results can be obtained. Based on full-chip
layouts and SPICE simulations, we show that RRAM-based
FPGAs can improve up to 8%/22%/16% in area/delay/power
compared to SRAM-based counterparts at nominal voltage. Even
when operated at a near-Vt supply, the proposed RRAM-based
FPGA can improve the Energy-Delay Product by about 2 ×
without any delay overhead, when compared to an SRAM-based
FPGA. In addition, Monte Carlo simulations showed that the
proposed RRAM-based FPGA architecture stays robust under
different CMOS process corners as well as under a 30% RRAM
resistance standard deviation.

Index Terms—Field-programmable gate arrays; Resistive mem-
ories; Low-power design

I. INTRODUCTION

Advancements in Artificial Intelligence (AI) drive the use
of edge computing for Internet-of-Thing (IoT) applications,
which requires specialized hardware systems to be more
capable in data processing under an ultra-low power budget
[1]. Reconfigurable systems such as Field-Programmable Gate
Arrays (FPGAs) have been a ubiquitous media in many edge
computing systems, thanks to their flexibility in hardware
implementation. However, energy efficiency has become a
severe barrier for deploying FPGAs in a large set of IoT
applications. To break the energy wall, two major challenges
have to be resolved: (i) First, the programmable routing
architecture which accounts for about 70% of the area, 80%
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of the delay, and 60% of the power of the whole chip [2], [3],
is preventing them from achieving ultra-low energy efficiency;
(ii) Second, FPGAs suffer from significant delay degradation
at low voltages (up to 2×). As such, low-power FPGAs are
failing to meet the computing requirements on edge computing
[4], [5].

Thanks to their non-volatile memory storage capabilities,
their higher integration density, and their low power consump-
tion, the Resistive Random Access Memory (RRAM) technology
has opened the door to ultra-low-power FPGA technologies
[6]–[12]. A RRAM device operates as a reconfigurable resistor
which can be switched from a High Resistance State (HRS)
to a Low Resistance State (LRS) and vice versa, based on a
combination of programming voltage and current polarization.
As a non-volatile memory technology, RRAM can guarantee
zero leakage power for FPGAs when operating in sleep mode
[6]. As shown in Fig. 1, this allows FPGAs to be fully
switched off between operating periods without budgeting
time and energy for wake-up. Besides, major works studied
novel programmable switches in the purpose of replacing a
Static Random Access Memory (SRAM) cell and a transmission-
gate with a unique RRAM device [9]–[12]. Thanks to smaller
parasitic resistance and capacitance, energy consumption of
routing multiplexers can be significantly reduced by 4.7× [15],
[16]. As routing multiplexers are a dominant component in
FPGA fabrics, RRAM-based FPGAs can potentially improve
area by up to 15%, delay by up to 58% and power by up to
58%, when compared to their SRAM-based counterparts [9]–
[12]. Previous works also proved that RRAM-based FPGAs
are more energy efficient in the near-Vt regime without any
performance loss, as the resistance of RRAM is independent
from it voltage across [12].

In this paper, we study a low-power and high-performance
FPGA architecture exploiting RRAM technology. To perform
a comprehensive analysis, we introduce a novel design flow
which can rapidly prototype FPGA fabrics, from which accurate
area, delay, and power results can be obtained. Based on full-
chip layouts and SPICE simulations, we show that RRAM-
based FPGAs, when operating at nominal operating voltage,
can improve by up to 8%/22%/16% the area, delay, and
power respectively, when compared to their SRAM-based
counterparts. When operating at reduced supply voltage regime,
the proposed RRAM-based FPGAs can improve the Energy-
Delay Product by about 2 × without any delay overhead, when
compared to SRAM-based FPGAs operating at nominal voltage.
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Fig. 1: Power consumption of (a) a SRAM-based FPGA and (b) a
RRAM-based FPGA.
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Fig. 2: RRAM structure: (a) Size of filaments inside a RRAM achieved
by Iset,min (red) or Iset,max (orange); (b) I-V characteristics of a
BRS RRAM.

Process corner analyses on a full FPGA fabric validated the
robustness of the proposed RRAM-based FPGA architecture,
leading to merely 2% shift on performance and 8% shift on
energy consumption. Monto Carlo simulations showed that
the proposed RRAM-based FPGAs can tolerate up to 30%
three-sigma standard deviation on RRAM devices.

The rest of this paper is organized as follows: Section II
introduces the necessary background knowledge about RRAM
technology and FPGA architectures. Section III presents the
architectural details of the proposed RRAM-based FPGAs.
Section IV explains the fast prototyping tools developed for
RRAM-based FPGAs. Section V presents a comprehensive
architecture-level analysis. Section VI concludes this paper.

II. BACKGROUND

In this section, we first review RRAM technology and then
discuss about current state-of-the-art FPGA architectures.

A. RRAM Technology

RRAM is a promising emerging non-volatile memory
technology [13], typically consisting of three layers: a Top
Electrode (TE), a transition metal oxide material stack and a
Bottom Electrode (BE), as seen in Fig. 2 (a) [14]. RRAM boasts

low power consumption, high-speed operation, high-density
integration, and CMOS process compatibility. The latter two
of these benefits are due specifically to its compatibility with
Back-End-of-the-Line (BEOL) processing such that RRAM can
be fabricated anywhere between two metal layers, without
occupying transistor area. The metal-oxide-metal structure
facilitates an abrupt switching event in the oxide layer from
insulating i.e., the High Resistance State (HRS) to conductive
i.e., the Low Resistance State (LRS). This occurs by applying
a programming voltage across the TE and BE after the initial
formation of a conductive path in the oxide between the
electrodes called the filament, as depicted in Fig. 2.

The switching event from LRS to HRS is called a set process,
while the reverse event is called a reset process. In this paper,
we consider RRAM based on Bipolar Resistive Switching
(BRS) only, which is a common choice for most RRAM-based
circuits and systems [6]–[12]. Fig. 2 (b) illustrates the I-V
characteristics of a BRS RRAM. The minimum programming
voltages required to trigger the set and reset processes are
defined as Vset and Vreset, respectively. For fresh samples,
a voltage larger than Vset is used to form the filament once
and trigger the resistive switching behavior. The programming
currents supplied during the set and reset processes are defined
as Iset and Ireset, respectively. A current compliance on Iset is
often enforced to avoid a permanent breakdown of the device;
this is denoted by Iset,max in Fig. 2 (b). The programming
current tunes the size of filaments, leading to a difference in
the resistance of a RRAM in LRS, RLRS . This is seen in Fig.
2 (a), where the filament highlighted in orange leads to a lower
RLRS than the filament highlighted in red. To read the data
from the RRAM cell, a small read voltage, Vread is applied
which doesn’t affect the state of the memory cell.

Overall, FPGA architecture does not require particularly
stringent RRAM parameters. RRAMs have the capacity for two
functionalities in FPGAs: (1) as replacements for transmission
gates in the data path of routing multiplexers, and (2) as stan-
dalone memories in flip-flops. The former requires the RRAM
to have a high Roff /Ron ratio (> 103) to limit parasitic leakage
and input crosstalk. The latter is not as rigid in its Ron and
Roff /Ron ratio requirements as in regular memory applications.
In this paper, we will consider a typical RRAM technology used
in previous works [30], where Vset,max = |Vreset,max| = 1.1
V, Iset,max = |Ireset,max| = 500 μA, lowest achievable
RLRS = 2.2 kΩ and highest achievable RRHS = 20 MΩ.
Different from SRAM-based FPGAs, RRAM-based FPGAs do
not need frequent reconfiguration even when their deployment
require frequent power-off (see the example in Fig. 1). As a
result, only a endurance of ∼ 104 is required for RRAM write
operations. Note that the relaxed demand on endurance allow
the RRAMs to tolerate a higher Roff /Ron than typical range.
However, RRAM-based FPGAs require long retention periods
(∼ 10 years @ 85◦C) because the programmed FPGAs need to
hold their configurations, but fast programming is not required
(write speed can be relaxed to 100 ns). The requirements
explained here will be used in the rest of this paper.

More details about RRAM technology can be found in [14].
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Fig. 3: General FPGA architecture.

B. Related Works on FPGA Architecture

Fig. 3 illustrates a fundamental FPGA fabric, which is built
with an array of repeatable tiles surrounded by IO blocks.
Each tile consists of a Configurable Logic Block (CLB), two
Connection Blocks (CBs), and a Switch Block (SB) [18]. CBs
connect routing tracks to the CLB input pins, while SBs
provide inter-tile interconnection between the CLB output pins
and the routing tracks. In each CLB, there are a number of
Basic Logic Elements (BLEs) which are interconnected by a
dense local routing architecture. Each BLE contains a Look-Up
Table (LUT), a Flip-Flop (FF), and a 2:1 multiplexer, which
selects either a combinational or a sequential output. Based
on different application need, commercial FPGAs may adopt
fracturable LUTs and hard carry chains in CLBs, and also
replace columns of tiles with heterogeneous blocks [19]–[21].
In this paper, we aim to capture the difference between SRAM-
based and RRAM-based FPGAs. Without loss of generality,
our evaluations consider the homogeneous tile-based FPGA
architecture shown in Fig. 3.

III. PROPOSED RRAM-BASED FPGA ARCHITECTURE

The RRAM-based FPGA proposed here has no main
architectural difference with respect to the general FPGA
depicted in Fig. 3. To achieve non-volatility, SRAM-based
primitive blocks are replaced by RRAM-based circuits, as
illustrated in Fig. 4. To leverage the performance of RRAM-
based circuits, we apply two different strategies when replacing
the SRAMs of routing multiplexers or LUTs.

a) Routing multiplexer: We borrow the 4T1R-based
routing multiplexer designs from [15] to replace the SRAM-
based routing multiplexers, as illustrated in Fig. 4 (a) and (c).
By replacing both SRAMs and transmission-gates, RRAMs
behave not only as memory cells but also as logic gates
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Fig. 4: Circuit designs of: (a) SRAM-based routing multiplexer; (b)
4T1R-based routing multiplexer; (c) 6T SRAM cell; (d) Non-volatile
4T1R-based SRAM.

that propagate or block datapath signals. Thanks to the low
RLRS and by efficiently sharing programming transistors, the
4T1R-based routing multiplexers outperform SRAM-based
counterparts at nominal voltage by 28% in area, 34% in
delay, 30% in power. When operating at a near-VT supply
voltage a 4.7× energy consumption benefit was acquired
[15]. Note that the endurance limit of RRAM devices will
not be challenged by such replacement, due to the fact that
programming operation for 4T1R-based multiplexers occurs
only during FPGA reconfiguration, which is infrequent.

b) LUTs: The multiplexers in LUTs are still implemented
by CMOS transistors and only the SRAMs of LUTs are
replaced by RRAM-based non-volatile SRAM circuitry, as
illustrated in Fig. 4 (d). There are two reasons why RRAM-
use is avoided in the datapath of LUTs: (1) RRAMs in the
datapath will be frequently switched between two resistance
states. Compared to CMOS transistors, RRAM programming
is typically much slower > 10ns and thus drastically limiting
the operating speed of LUTs. (2) the frequent switching of
the RRAM LUTs is far beyond RRAM endurance. Therefore,
RRAMs are used in only SRAMs of LUTs to grant non-
volatility.

IV. OPENFPGA: AN OPENSOURCE FPGA IP GENERATOR

To conduct a comprehensive analysis on the proposed
FPGAs, we adapt the open-source tool OpenFPGA [22], which
is an FPGA IP generator designed for SRAM-based FPGAs.
As shown in Fig. 5, our design flow adds SPICE and Verilog
backends to the traditional VPR-based FPGA EDA flow [23]. In
this paper, we extend this idea to support the proposed RRAM-
based FPGA architecture. Rather than using the analytical
results produced by Yosys [24] and VPR [23], our flow enables
more realistic area, delay and power analyses drawn by:
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Fig. 6: Full-chip layouts (Channel width is set to 300) of FPGAs: (a)
SRAM-based and (b) RRAM-based.

a) Full-chip layout generation: Thanks to FPGA-
Verilog, we can employ a semi-custom design flow to prototype
RRAM-based FPGA architectures. Using this design flow,
fabrication-ready layout of a medium-sized FPGA fabric can be
achieved in less than 24 hours [22]. Accurate area analysis can
be performed by industrial physical design tools. In addition,
the layout can be fully verified by Verilog testbenches which
are automatically generated by OpenFPGA.

b) Full-fabric SPICE simulation: We enhanced FPGA-
SPICE [25] to output SPICE netlists for the full fabric as well
as each component in a FPGA, i.e., LUTs, FFs and multiplexers.
Accurate timing results are extracted from SPICE simulations
and then back-annotated to the timing analysis engine in VPR to
estimate accurate critical path delays. By loading the bitstream
to full-fabric SPICE simulation, accurate power analysis can
be achieved for FPGAs configured to different benchmarks.

V. EXPERIMENTAL RESULTS

In this section, we first introduce our experimental method-
ology and then perform a comprehensive analysis on the area,
delay and power of the proposed FPGAs.
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Fig. 7: Area, delay and energy comparison between SRAM-based
and RRAM-based FPGAs operating at nominal and near-Vt regime.

A. Evaluation Methodology

To provide a fair comparison, both SRAM-based and
RRAM-based FPGAs employ a popular and well-optimized
FPGA architecture using a commercial 40 nm technology
modeled by the VTR project [23]1. To guarantee the best
overall performance, CMOS multiplexers in local routing
architecture and CBs adopt a two-level structure while the
others are built with a one-level structure [26]. All the RRAM-
based multiplexers adopt a one-level structure for optimal
performance. In our analysis, RRAMs are placed between the
first and the second metal layer to be close to the transistors
and minimize interconnect parasitics [27]. We exploit the
OpenFPGA flow in Fig. 5 to compare the area, delay and
power of SRAM-based and RRAM-based FPGAs. The twenty
largest MCNC benchmarks [28] are selected as the input of the
EDA flow. Full fabric layout is implemented using Cadence
Innovus 17.1, while delay and power analysis are performed
by using Synopsys HSPICE 2017.03.

B. Layout Area Comparison

Fig. 6 compares the full-chip layouts of SRAM-based and
RRAM-based FPGAs, both of which include programmable
fabric, configuring peripherals and I/Os. Note that both FPGA
fabric adopt a routing channel width of 300, being similar
to commercial FPGAs [19], [20]. For sake of the capability
of our workstation (256GB memory), we considered an array
size of 5× 5 for the programmable fabrics and 160 I/O pads.
Considering that FPGAs are assembled by repeated tiles, we
believe that a 5 × 5 fabric is representative to draw general
conclusions. The full-chip layouts show that RRAM-based
FPGAs consume 8% smaller area than the SRAM-based FPGA
counterpart. This is mainly due to the BEOL integration of
RRAM and design optimizations in RRAM-based routing
multiplexers.

1Available at https://github.com/verilog-to-routing/vtr-verilog-to-routing/
blob/master/vtr flow/arch/timing/k6 N10 40nm.xml
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C. Delay and Energy efficiency

Fig. 7 compares the delay and energy of the proposed RRAM
and SRAM-based FPGAs. When operating at the same nominal
VDD = 0.9V , RRAM-based FPGAs improve on average
22% in delay and 16% in power against their SRAM-based
counterparts. This performance gain comes from the delay
and power efficiency of RRAM-based routing multiplexers.
More opportunities lie in the near-Vt regime for RRAM-based
FPGAs. When VDD is reduced to near-Vt regime, i.e., 0.8V ,
RRAM-based FPGA remains at the same performance-level as
the SRAM-based FPGA at nominal voltage, while achieving
an 1.8× energy reduction. This is due to the resistance of
RRAMs being independent from the working voltage, unlike
transistors whose equivalent resistance degrades seriously at
near-Vt regime. This is an important feature of RRAM-based
FPGAs, showing their strong potential in edge computing
applications.

TABLE I: Detailed RLRS and RHRS variations for the different
RRAM corner cases.

RRAM corners RLRS RHRS

Best 3.7kΩ 26MΩ
Typical 4.8kΩ 20MΩ
Worst 6.3kΩ 14MΩ

D. Impact of RRAM Variations

Process variation is a major challenge for RRAM-based
circuits, considering the stochastic nature of filamentary con-
duction mechanism of RRAMs [29]. In this section, we used
electrical simulations to evaluate the robustness of the proposed
RRAM-based FPGAs under both CMOS and RRAM variations.
For the CMOS technology, we consider three process corners
provided by the considered commercial 40nm technology: Fast-
Fast (FF), Typical-Typical (TT), and Slow-Slow (SS). For the
RRAM technology, three process corners called Best, Typical
and Worst are developed by assuming variations on RLRS and
RHRS . As detailed in Table I, for both corner cases and monte
carlo simulations, we considered a typical three-sigma standard
deviation of 30% the nominal resistance, as experimentally
reported in [29]. In the Typical case, nominal RLRS and RHRS

are considered as introduced in Section II-A. The Best case
assumes the high-performance and low-leakage corner, while
the Worst case assumes the low-performance and high-leakage
corner.

a) Corner Analyses: In this part, we focused on studying
the impact of process corners on the FPGA delay and energy.
To be representative without losing generality, we showcased
the MCNC s298 benchmark. As shown in Fig. 8 (a) and
(b), variations on CMOS can negatively impact RRAM-based
FPGAs with serious degradation (up to 20% in delay and 50%
in energy). However, RRAM variations have limited impacts
where delay is only impacted by < 3% and the energy shift
is within 8%. This can be explained from two aspects: (a)
the impact of RRAM variations is limited on RRAM-based
circuits. As illustrated in Fig. 4 (a) and (c), RRAM circuits
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contain a considerable amount of CMOS transistors on their
datapaths. As a result, the resistance of RRAMs stay as a small
factor in the delay and energy characteristics; (b) the proposed
FPGA architectures still employs many pure CMOS circuits,
such as in LUTs and FFs, which are not impacted by RRAM
variations.

b) Monte Carlo Analysis: In practice, corner cases may
rarely happen but each RRAM ends up having an independent
variation. To capture such cycle-to-cycle variation, we per-
formed a 100-run Monte-Carlo SPICE simulation on the same
s298 benchmark used for our corner analyses. Fig. 9 illustrates
the resulting delay and energy distributions, indicating that at
the architectural-level, the variation on delay and energy may
be fully mitigated. Some routing multiplexers may benefit from
performance improvements from a decrease in RLRS , while
others may degrade due to an increase in RLRS . Similarly,
some routing multiplexers may suffer from an energy overhead
from a decrease in RHRS , while others may benefit from an
energy reduction due to an increase in RHRS .

VI. CONCLUSION

In this paper, we studied a low-power and high-performance
FPGA architecture exploiting RRAM technology. To perform
a comprehensive analysis, we modified the OpenFPGA flow
to support RRAM-based FPGA architectures. Based on full-
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Fig. 9: Monto-Carlo results for benchmark s298: distribution of (a)
delay and (b) energy under the impact from RRAM variation.

chip layouts and SPICE simulations, we showed that RRAM-
based FPGAs, when operating at nominal operating voltage
can improve up to 8%/22%/16% in area/delay/power, when
compared to their SRAM-based counterparts. When operated
close to the near-Vt regime, the proposed RRAM-based FPGAs
can outperform by about 2× in energy consumption without
delay overhead, against an SRAM-based FPGA operating at
nominal voltage. Worse case process corner analysis on a
full FPGA fabric validated the robustness of the proposed
RRAM-based FPGA architecture, resulting to merely 2% shift
on performance and 8% shift on energy consumption. Monto
Carlo simulations presented that proposed RRAM-based FPGA
can tolerate up to 30% variation on RRAM devices.
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