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Abstract—To ensure reliable operation of circuits under elevated temperatures, designers are obliged to put a pessimistic timing margin proportional to the worst-case temperature ($T_{\text{worst}}$), which incurs significant performance overhead. The problem is exacerbated in deep-CMOS technologies with increased leakage power, particularly in Field-Programmable Gate Arrays (FPGAs) that comprise an abundance of leaky resources. We propose a two-fold approach to tackle the problem in FPGAs. For this end, we first obtain the performance and power characteristics of FPGA resources in a temperature range. Having the temperature-performance correlation of resources together with the estimated thermal distribution of applications makes it feasible to apply minimal, yet sufficient, timing margin. Second, we show how optimizing an FPGA device for a specific thermal corner affects its performance in the operating temperature range. This emphasizes the need for optimizing the device according to the field thermal condition. For this end, first, we obtain the performance and power characteristics of each type of resources under a specific range of temperatures and estimate the thermal distribution of applications using thermal simulation, which if conducted precisely, is shown to provide an accuracy of $1{\degree}$C [14]. Having the temperature-performance correlation of resources together with the thermal distribution of applications makes it feasible to apply small, yet sufficient, timing margin.

I. INTRODUCTION

The continuous shrinking of transistor size has been accompanied with exacerbated reliability degradations, e.g., thermal challenges caused by intensified power density due to the failure of Dennard scaling [1]. In particular, elevated temperature exponentially increases the leakage power, which contributes to a substantial ratio of total chip power in deep-nano era, especially in Field-Programmable Gate Arrays (FPGAs) that comprise an abundance of leaky resources [2]–[6]. The increase in power density, in turn, further raises the temperature, forming a power-temperature positive feedback loop.

To ensure reliable operation of the circuits under elevated temperatures, in addition to setting back increased packaging costs, designers are obliged to put a pessimistic timing margin proportional to the worst-case temperature ($T_{\text{worst}}$). That is because, as temperature rises, transistors slow down [7]; hence, the circuit needs to be clocked according to the slowest (worst) case to meet timing constraint across the entire temperature range. Such a one-size-fits-all policy suppresses the performance as it overestimates the real timing margin. A straightforward approach to alleviate the problem could be employing more sophisticated cooling to throttle the worst-case temperature. This, however, is not always affordable in terms of cost or power requirement.

Previous studies have coped with the temperature-induced performance inefficiency generally by diminishing the required margin through decreasing the peak temperature $T_{\text{worst}}$ [8], [9], or by online adapting (i.e., dynamic scaling) of the frequency, equivalent to narrowing the temperature-induced margin, according to the circuit temperature [10]–[13]. While the former approaches can be orthogonally employed with the frequency adapting methods, they have demonstrated limited efficacy in the scope of FPGAs. The latter approaches have yielded promising power or performance gains, however, as we will discuss in Section II, they need sophisticated techniques to obtain temperature-performance correlation and do not account for on-chip temperature variation in FPGAs [14].

In this paper, we propose a two-fold approach to enhance the performance of FPGAs by tackling the pessimistic temperature-induced delay margin and designing (i.e., fabricating) considering field thermal condition. For this end, first, we obtain the performance and power characteristics of each type of resources under a specific range of temperatures and estimate the thermal distribution of applications using thermal simulation, which if conducted precisely, is shown to provide an accuracy of $1{\degree}$C [14]. Having the temperature-performance correlation of resources together with the thermal distribution of applications makes it feasible to apply small, yet sufficient, timing margin. We call this approach thermal-aware guardbanding. Second, we investigate the impact of operating corner on the efficient design of FPGAs. Typically, FPGAs allow mapping applications using a few temperature corners, e.g., lowest and highest supported junction temperatures [15]. Therefore, whether an FPGA fabric is optimized (fabricated) for, e.g., 0{\degree}C or 100{\degree}C may play a determinant role on its performance in each of these temperatures. This becomes further complicated when, by using the first proposed approach, the frequency of applications can also be determined based on intermediate temperatures (i.e., multiple corners). Therefore, it becomes crucial to investigate the optimum design corner that yields highest performance in a given temperature range. Building upon our investigation, we propose thermal-aware optimization of FPGA architecture according to the thermal condition of the field application. We examine the proposed method using specific commercial-like FPGA architecture and toolset, however, the approach can be generalized to different FPGA architecture and flows.

II. RELATED WORK

The previous research coping with FPGA temperature include studies that insert thermal sensors or exploit simulation-based approaches to characterize the thermal profile, methods that propose design (mapping) flow to reduce or balance the temperature variation, and studies that aim to leverage the available temperature headroom to provide performance efficiency.

Thermal Estimation: Arguing for the inefficiency of fabrication-time insertion of thermal sensors as the thermal profile of the device widely varies across applications, the early
studies propose dynamic insertion and elimination of sensor circuits, e.g., Ring Oscillator (RO), to correlate the captured frequency of the sensor circuit with application temperature [16], [17]. These approaches utilize the unused resources to sensor sensors, which might be located distant from the temperature hotspots. Furthermore, the accuracy of such sensors is contingent upon inter-die variations, e.g., voltage fluctuations.

In general, it is shown that sensor circuits may not precisely replicate the behavior of circuits critical paths (CPs) [11].

The study in [14] proposes a more accurate simulation-based thermal profiling augmented by measurements from a thermal camera. In this work, iteratively, the initial leakage power of each block is estimated by factorizing the reported total leakage power based on the temperature of each block which is obtained using HotSpot simulator [18]. Thereafter, the temperature-leakage convergence is considered to reflect the real operation scenario. The factorization and temperature-leakage loop parameters are calibrated by validating the simulation temperatures with camera measurements.

**Thermal Mitigation:** In [8], the authors characterize the thermal distribution of designs mapped on Xilinx FPGAs by importing their block-level power consumption information obtained from XPower tool [19] into a thermal simulator. They integrate the power-thermal model in the placement algorithm to isolate the hot blocks by constraining to prohibit the utilization of their adjacent blocks. This technique showed limited effectiveness. The study in [20] proposes a temperature-aware placement and routing which attempts to balance the temperature distribution by minimizing the difference of switching activities among neighbor blocks. This approach linearly correlates the activity with temperature and does not consider heat flow. In [21], the authors propose and calibrate a two-layer thermal model by measuring a time-series of temperature distributions by employing RO-based sensors. The tuned model is used to predict the runtime temperature. Despite a one-time adjustment of device parameters is required, the heat dissipation parameters for each new application should be learned, which is cumbersome.

**Thermal-Aware Boosting:** The work in [22] proposes timing analysis of FPGAs in real operating conditions rather than the corner cases through measuring the delay sensitivity of look-up table (LUT) chain with respect to temperature. It shows an insignificant variation of delay over a large temperature range, which is in contrast with previous studies. This work also does not propose a systematic approach to obtain the thermal profile of an application. In [10] the authors propose an online timing slack measurement circuit to be inserted in the CPs to achieve the available timing margin. This approach utilizes additional logic and clock resources which can be excessive accounting the significant number of (near-) CPs in large applications. In addition, it needs to add additional shadow register at the end of each CP, which is not possible for certain cores such as Block RAMs. Moreover, detection of timing mismatch in the proposed circuitry depends on the input and might not be triggered during operation. Another analogous approach [12] proposes a two-step method to find the frequency-voltage correlation in different temperatures. In this approach, before mapping the actual application, its CPs are extracted via timing analysis and mapped to the FPGA fabric, along with an error-checking and heating circuit. For different voltages and under a range of temperatures, the frequency of the paths is increased until they violate the timing. This approach assumes the same temperature across the entire chip (and the entire CP) while the temperature variation can reach above 20°C [14]. Therefore, still, a pessimistic temperature needs to be considered, which is inefficient. In addition, this approach will be cumbersome for large applications with an excessive number of CPs, especially CP of a design changes with temperature [11], and hence, the same CPs may not represent the worst delay at different temperatures, which has not been considered in this study.

**Distinction from previous works:**

1. The proposed thermal-aware guardbanding leverages the temperature-delay correlation obtained accurately in the fabrication stage of FPGA.
2. Our thermal-aware guardbanding performs offline thermal analysis. According to the obtained thermal profile, it specifies the minimum timing guardband (i.e., maximum frequency) based on the temperature (and associated delay) of the blocks.
3. We examine the performance of an FPGA fabric when optimized for, and running in, different field temperatures. According to our investigation, we propose thermal-aware optimization of FPGA architectures that enhance their performance under a foreknown field condition.

III. PROPOSED METHOD

We begin this section with constructing the proposed guardbanding technique upon investigating the impact of temperature on FPGA building blocks. Afterwards, we represent the efficiency gain obtained by calibrating the FPGA fabric for certain operating condition. Finally, by leveraging the first two techniques, we discuss thermal-aware optimization of FPGA architectures.

A. Thermal-Aware Guardbanding

As a motivational example towards thermal-aware guardbanding in FPGAs, in Fig. 1 we have measured the impact of temperature on different components of these devices. In this figure, CP indicates the representative critical path delay of FPGA as a weighted average over the delay of different soft (configurable) components, e.g., LUT and routing switch boxes (SBs), according to their occurrence probability in a real design critical path [23]. The setup of the experiments is detailed in Section IV-A. According to Fig. 1, for a design merely composed of soft-fabric, the overhead associated with worst-case thermal guardbanding might reach 47% while this value for a DSP-hungry application can reach up to 84%. In addition,
Fig. 1 also advocates for the ineffectiveness of sensor circuits in predicting the timing behavior of applications under temperature variations as different resources have shown different sensitivity to temperature. Thus, a set of pre-specified circuits may not exhibit the exact behavior of the real critical path(s). Notice that even the components forming the representative CP denoted in Fig. 1 have different timing behaviors whereby the delay of LUT might increase up to 69% (for 0°C → 100°C) while the delay of switch box rises by 39%. These make the need for an accurate thermal-aware guardbanding, which precisely accounts for the temperature and sensitivity of each individual resource.

Operating temperature of an FPGA device depends on ambient temperature and power consumption of the design, whereby the latter itself depends on the operating temperature and frequency. Hence, an efficient guardbanding requires correlation between temperature, frequency, and power consumption. Algorithm 1 presents our proposed guardbanding method. First, it calculates an initial frequency for the design, assuming a base junction temperature equal to ambient temperature $T_{amb}$ for each of FPGA tiles. Based on the obtained frequency and activity factor, the dynamic power of each tile is calculated, while the leakage power of each tile is calculated based on its temperature. Note that both $p_{dyn} - f$ and $p_{tg} - T$ relation for each type of resource are pre-identified. As for the temperature, the powers of tiles are stored in a vector with $n$ (equal to the number of tiles) elements. Afterwards, the obtained power vector is fed to a thermal simulator (e.g., HotSpot [18]) to estimate the temperature of each tile. Notice that the dynamic power varies among the tiles because of the type (e.g., soft-fabric or hard-core) and activities of the tiles. Likewise, leakage power also varies because of the type and temperature of the tiles (though, initially, similar tiles consume equal leakage power because their initial temperature is equal). With the updated temperature, the algorithm (line 4) performs static timing analysis again considering the temperature of each tile. That is, the delay of each resource is calculated according to the temperature-delay relation of the resource (as shown in parts by

Algorithm 1: Thermal-Aware Guardbanding

| Input: netlist: Placed and routed design |
| Input: $T_{amb}$: Ambient temperature |
| Input: $\vec{\alpha}$: Activity of resources |
| Output: $f$: Design frequency |

1. $T_{1\times n} = [T_{amb}, \ldots, T_{amb}]$ // $n$ : Number of FPGA tiles
2. $\Delta T_{1\times n} = [\infty, \ldots, \infty]$
3. while $\|\Delta T\|_\infty > \delta_T$ do
4. $f = T(\text{netlist}, \vec{T})$ // Timing analysis using $\vec{T}$
5. $\vec{p} = \vec{p}_{dyn}(\text{netlist}, \vec{\alpha}, f) + \vec{p}_{tg}(\vec{T})$
6. $\vec{T}_{old} = \vec{T}$
7. $\vec{T} = \text{HotSpot}(\vec{p})$
8. $\Delta \vec{T} = \vec{T} - \vec{T}_{old}$
9. $f = T(\text{netlist}, \vec{T} + \delta_T)$

1 For the sake of simplicity, we have not shown the individual delays.
2 As shown in Fig. 4, an FPGA tile comprises a logic cluster (or other hard-cores) and its neighboring routing resources.

Fig. 2. Delay of differently optimized FPGA fabrics on different temperatures. Fig. 1). Thus, the same resource will exhibit different delays in different tiles, based on the temperature of the residing tile. It is noteworthy that for accurate timing analysis, in each iteration, the entire netlist should be probed since the critical path might change at different temperatures. The updated temperature and frequency is then used to update the power. This procedure repeats until the temperature of every tile converges, which often takes a few (less than ten) iterations. Eventually, the operating frequency is recalculated by assuming a small margin of $\delta_T$ to compensate the convergence error. We provide further details of timing analysis, power measurement, and thermal simulation with an overview of the guardbanding flow in Section IV-A.

B. Thermal-Aware Design

In spite of the design of Application-Specific Integrated Circuits (ASICs) whereby the synthesis algorithm tries to optimize the constraints by choosing the most-suitable gates, the structure of FPGA fabric is foreknown. Thereby, the design tool mainly optimizes the fabric by efficient sizing of the constituting transistors of each kind of resource. In other words, optimizing an FPGA deals with efficient sizing of the resources. The target of optimization is a specific operating corner (e.g., 100°C@0.8V). Whilst the operating frequency of an application can be tuned with the proposed thermal-aware guardbanding technique, a device optimized for a certain corner will not be necessarily optimum in the other temperatures.

To demonstrate this concept, we optimized (i.e., synthesized) a specific FPGA architecture for three different operating temperatures, i.e., 0°C, 25°C, and 100°C. Thereafter, we examined the timing of each synthesized FPGA in all these temperatures using our first proposed technique. That is, for a device optimized for 100°C, we measure its performance in 25°C by performing static timing analysis under 25°C; hence, no extra margin is assumed. Fig. 2 illustrates the results. The timing of different components, i.e., CP (a soft-fabric path comprising the configurable building blocks of FPGA), BRAM, and DSP block is shown separately. As clarified in the figure, each chunk of bars indicates a specific operating temperature. Analogously, each bar in a chunk represents a device optimized for a certain temperature. That is, $D_0$, $D_{25}$, and $D_{100}$ denote the devices optimized for 0°C, 25°C, and 100°C, respectively. To facilitate comparison, the delays in each chunk (operating temperature) are normalized to the minimum delay of that chunk.

As it is clear from Fig. 2, all components of a device optimized for a specific temperature afford comparatively minimum delay when running in that temperature. This observation is

$\|\Delta T\|_\infty$ denotes the maximum absolute value through the vector $\Delta T$. 
intensified in the Block RAM wherein delay of the device optimized for 100°C is 1.35× of the device optimized for 0°C, when both running at 0°C. Likewise, running in 100°C, BRAM delay in the device optimized for 0°C, is 1.19× of that optimized for 100°C. As shown in the figure, a similar trend (though with less intensity) holds for the soft-fabric and DSP block, as well. In Fig. 3, we elaborate this observation for FPGA soft-fabric (CP) by comparing the delay of FPGAs optimized for 0°C (D₀), 25°C (D₂₅), and 100°C (D₁₀₀) in the entire operating temperature range. According to the shown measurements, the D₀ device provides 6.3% higher performance than D₁₀₀ device when both operate in 0°C. However, as temperature elevates, D₁₀₀ device becomes more efficient, which eventually affords 9.0% better performance in 100°C. The D₂₅ device lies in between and is optimal for medium temperatures (T ∈ [20°C, 65°C]). It can be inferred from Fig. 3 that as the operating temperature converges the target optimized temperature of the device, it provides better performance. This is valid for BRAM and DSP cases shown in Fig. 2, as well. For instance, compared to D₀, the BRAM optimized for 25°C shows an inefficiency of only 6% when running in 0°C, while this rises to 35% for the 100°C–optimized device, D₁₀₀. Analogously, operating in 100°C, the BRAM of D₀ is 19% less efficient than D₁₀₀ BRAM, while D₂₅’s BRAM is only 4% slower. It affirms that a device optimized for a certain temperature exhibits minimum delay in the target temperature, while it still supplies near-optimum delay in neighboring temperatures.

C. Thermal-Aware Architecture

A deduction of Section III-B might be devising an omnipotent FPGA fabric through optimizing a set of devices for different temperatures, and choosing the one that yields higher overall performance by studying their timing characteristics under varying temperatures. Nevertheless, our investigation shows that a single device cannot provide all-embracing superiority. Assuming the operating temperature is uniformly distributed in [Tₘᵢₙ, Tₘₐₓ], we define the expected delay of an FPGA fabric as:

\[
E[d] = \frac{\int_{T_{\text{min}}}^{T_{\text{max}}} d(T) dT}{T_{\text{max}} - T_{\text{min}}}
\]  

(1)

As FPGA devices are usually employed in foreknown field condition, we propose thermal-aware architectures according to the field condition. For instance, while Intel Arria 10 devices support a junction temperature range of 0°C to 100°C [24], in certain cases, the field operating condition is known. A terrestrial example is the state-of-the-art datacenters whereby the heat generated by CPUs reaches 68°C, which can raise the temperature of the embedded FPGA accelerators (which are gaining traction) up to 100°C [25]. For such applications, a new FPGA grade optimized for high temperatures might be determined. Notice that defining different grades is common in FPGAs, e.g., each class of Arria 10 FPGAs already offers different speed grades. Obviously, a device architecture optimized for, e.g., 70°C can still operate under low temperatures though it yields higher efficiency in elevated temperatures.

IV. EXPERIMENTAL SETUP AND RESULTS

In this section we first elaborate the general setup and flow of the experiments conducted in this work, and then present the results of the proposed method. Notice that while we have used a particular FPGA architecture and design tools, the proposed flow incorporates any arbitrary FPGA architecture and characterization tools.

A. General Setup and Flow

Netlists: As shown in Fig. 5(a), to generate and obtain the delay of FPGA soft-fabric resources and Block RAM, we utilized the latest version of COFFE [23]. Given the architectural description, COFFE models the FPGA resources and performs automated transistor sizing to attain an area-delay optimum architecture. It requires a transistor technology to generate and utilize the SPICE netlist of components, for which we fed 22nm high-performance PTM process model [26] for the soft-fabric, while we used its low power (high Vₜₗₚₚ) transistors for the BRAM core. The architecture and components structure generated by COFFE, partially shown in Fig. 4, conforms with that of commercial devices [27], [28]. Table I summarizes the target architectural parameters considered in our experiments, mostly following COFFE defaults. Note that BRAM optimization in COFFE requires to provide it with the leakage current of the weakest SRAM cell in the target temperature, which we obtained by carrying out Monte Carlo simulations over Vₜₗₚₚ variations in various temperatures, as suggested by [29].

Performance: To obtain the temperature-delay relation of resources (previously represented in Section III), we generated the netlist of soft-fabric and BRAM resources in a base temperature (e.g., 25°C) using COFFE, and then swept the temperature over 0°C → 100°C, which concurs with the supported junction temperature range of commercial devices [24]. As shown in Fig. 5(b), for timing characterization of the DSP block under varying temperature, we created multiple standard cell libraries with the aim of Synopsys SiliconSmart 2016. Each library targets a specific temperature within [0°C, 100°C] range. The tool automatically characterizes a given SPICE description of cells into a liberty file format, which can be utilized by synthesis tools such as Design Compiler. For SPICE description of the required cells, we exploited NanGate Open Cell Library that provides post-layout netlist of various combinational and sequential cells [30]. Eventually, we synthesized a Stratix-like
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...sweeping the libraries over the synthesized design.

Similarly, we obtained the leakage power of the DSP under the dynamic power report of DSP from Design Compiler. We handcrafted the full SPICE netlist of the entire resources as required for thermal simulations, we conducted the leakage measurements over the whole temperature range. We obtained the dynamic power report of DSP from Design Compiler. Similarly, we obtained the leakage power of the DSP under different temperatures by sweeping the library.

Table II summarizes the area ($\mu m^2$), delay ($ps$) and power ($\mu W$) characterization of a device optimized for 25°C which, as discussed in the following, we use to examine the proposed guarding method. Delay and leakage power are shown as a function of temperature, $T$, for which we measured them with the step of 1°C and then obtained the best fitting function. Dynamic powers are measured under 100MHz and switching probability of 1 ($\alpha = 1$) which, following $P_{dyn} = \frac{1}{2} \alpha CV^2 f$, can be scaled linearly to other frequencies and activities. The area of an entire soft-fabric tile is $\sim 1196 \mu m^2$.

**Placement and routing:** The implementation flow of the proposed method along with the employed toolset is demonstrated in Fig. 5(c). We used open source Verilog-to-Routing (VTR) 7.0 [32] which enables a full FPGA-based design stack from logic synthesis to placement, routing, and timing analysis and supports wide range of architectures. For its input architecture description, we have provided COFFE-generated architecture file. Benchmarks consist of the 19 designs of the VTR repository that comprise an average (maximum) of 17K (89K) 6-input LUTs, 39 (334) BRAMs, and 19 (213) DSP blocks. Afterwards, according to Algorithm 1, we use the placed and routed output netlist (with the reported frequency) of VTR along with the signals activity estimated by ACE 2.0 [33] as well as the previously characterized dynamic power and leakage-temperature information of the resources (Fig. 5(a) and Fig. 5(b)) to estimate power using an in-house script. Notice that, in addition to the tiles placement, the routing information is also required for accurate estimation of the dynamic power distribution in routing resources. The estimated power vector is given to HotSpot simulator [18] to estimate the temperature of the tiles. Though the absolute value of the measured powers are not necessarily equal to commercial FPGAs, we cross-validated the thermal simulations exploiting Xilinx Power Estimator spreadsheet [19] by having similar temperature sensitivity with respect to power density, i.e., $\Delta T \approx 0.7 \frac{P_{design}}{P_{base}}$ in which $P_{design}$ is the estimated total power of the design and $P_{base}$ is the device base (leakage) power. With the updated temperature and pre-characterized temperature-delay information of resources, we recalculate the timing information of the placed and routed netlist. For timing analysis, we leverage and modify timing analyzer of VTR to update the nodes delay according to the residing tile temperature. As explained by Algorithm 1, this procedure repeats until that temperature shows trivial change in consecutive iterations.

B. Experimental Results

The experiments target both the thermal-aware guarding and optimization approaches. As the effectiveness of thermal-aware guarding and optimization is dependent on the ambient (hence, application) temperature, we considered different ambient temperatures, i.e., 25°C and 70°C. Fig. 6 and Fig. 7 demonstrate the performance improvement obtained by thermal-aware guarding whereby, respectively, 36.5% and 14% frequency increase can be observed. For the baseline, we assumed $T_{worst} = 100°C$, hence timing guardband of the baseline is conventionally considered assuming maximum operating temperature. As expected, with ambient temperature of 25°C there is more

---

**TABLE II**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Area $\mu m^2$</th>
<th>Delay $ps$</th>
<th>Power $\mu W$</th>
<th>Area $\mu m^2$</th>
<th>Delay $ps$</th>
<th>Power $\mu W$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{core}$</td>
<td>2.8(16.697%)</td>
<td>5.709(64%)</td>
<td>0.122(64%)</td>
<td>2.8(16.697%)</td>
<td>5.709(64%)</td>
<td>0.122(64%)</td>
</tr>
<tr>
<td>$C_{LUT}$</td>
<td>4.167(64%)</td>
<td>6.902(64%)</td>
<td>0.122(64%)</td>
<td>4.167(64%)</td>
<td>6.902(64%)</td>
<td>0.122(64%)</td>
</tr>
<tr>
<td>$LUTs$</td>
<td>10.25(16%)</td>
<td>6.747(64%)</td>
<td>0.122(64%)</td>
<td>10.25(16%)</td>
<td>6.747(64%)</td>
<td>0.122(64%)</td>
</tr>
<tr>
<td>$BRAMs$</td>
<td>7.819(16%)</td>
<td>6.747(64%)</td>
<td>0.122(64%)</td>
<td>7.819(16%)</td>
<td>6.747(64%)</td>
<td>0.122(64%)</td>
</tr>
<tr>
<td>$DSPs$</td>
<td>5.838(16%)</td>
<td>6.747(64%)</td>
<td>0.122(64%)</td>
<td>5.838(16%)</td>
<td>6.747(64%)</td>
<td>0.122(64%)</td>
</tr>
</tbody>
</table>

---

Fig. 4. Overview of the architecture [2] and building elements [23] of island-style FPGAs.

Fig. 5. General overview of implementation of the proposed method.
room to increase the frequency before the application violates timing. In both cases, due to relatively low switching rate, the temperature converged after ~2°C increase.

To examine the efficiency of the thermal-aware architectural optimization, we considered high temperature operational environment and set the optimization temperature to 70°C (similarly, low or mid temperature conditions can be considered, as well). We compared the frequency of benchmarks mapped to the 70°C–optimized device with a typical device (synthesized to 25°C@0.8V). Both devices also employ thermal-aware guardbanding (rather than worst-case guardbanding), hence they operate with maximum performance. As shown by Fig. 8, thermal-aware architectural optimization further boosts the performance by 6.7%. The variation in performance gains depends on the resources forming the critical path as BRAM and certain soft-fabric resources are more sensitive to the size (optimization) of the transistors. Note that, as discussed in Section III-B, fabric resources are more sensitive to the size (optimization) than other resources forming the critical path as BRAM and certain soft-fabric resources.

In this paper, we proposed design and timing flow for boosting the FPGA devices. The proposed method aims on obtaining the temperature-delay correlation for FPGA resources to select accurate, non worst-case, timing margin based on the application thermal profile. It showed 36.5% performance boosting when the FPGA operates at ambient temperature of 25°C. In addition, we proposed architectural optimization of the device according to foreseen field temperature conditions. A device optimized for high temperature (70°C) afforded 6.7% performance gain over the typical device.
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