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Abstract—Real-time video transcoding has recently raised as a valid alternative to address the ever-increasing demand for video contents in servers’ infrastructures in current multi-user environments. High Efficiency Video Coding (HEVC) makes efficient online transcoding feasible as it enhances user experience by providing the adequate video configuration, reduces pressure on the network, and minimizes inefficient and costly video storage. However, the computational complexity of HEVC, together with its myriad of configuration parameters, raises challenges for power management, throughput control, and Quality of Service (QoS) satisfaction. This is particularly challenging in multi-user environments where multiple users with different resolution demands and bandwidth constraints need to be served simultaneously. In this work, we present MAMUT, a multi-agent machine learning approach to tackle these challenges. Our proposal breaks the design space composed of run-time adaptation of the transcoder and system parameters into smaller sub-spaces that can be explored in a reasonable time by individual agents. While working cooperatively, each agent is in charge of learning and applying the optimal values for internal HEVC and system-wide parameters. In particular, MAMUT dynamically tunes Quantization Parameter, selects number of threads per video, and sets the operating frequency with throughput and video quality objectives under compression and power consumption constraints. We implement MAMUT on an enterprise multicore server and compare equivalent scenarios to state-of-the-art alternative approaches. The obtained results reveal that MAMUT consistently attains up to 8X improvement in terms of FPS violations (and thus Quality of Service), 24% power reduction, as well as faster and more accurate adaptation both to the video contents and available resources.

I. INTRODUCTION

In 2015, real-time entertainment already accounted for more than 74% of downstream network traffic in North America, with streaming services, including Netflix, YouTube, and Amazon Video, accounting for 57% of the global share [1]. Moreover, video streaming services continue to grow, and users are shifting towards the use of emerging video technologies, such as 4K video resolution; thus North America is expected to be the first region surpassing the 80% downstream streaming traffic threshold by the end of 2020 [1]. As a result of the network pressure posed by video streaming services, a shift to next generation video encoding standards, such as High Efficiency Video Coding (HEVC), is vital. HEVC provides twice the compression as of its predecessor, while keeping the same video quality [2].

However, such a considerable reduction in bandwidth requirement is accompanied by a 10x higher computational complexity. This fact poses challenges of time and energy consumption on the video providers’ servers. As a result of diversity in video formats, users’ devices, and network bandwidth, media adaptation is required to transcode the original encoded videos to a new version in order to satisfy the resource constraints (e.g., bandwidth and resolution) and users’ preference. A video transcoder consist of a decoder followed by an encoder that changes a bitstream from one format to another. Today, multiple versions of the same video are stored in different formats and only the best one based on the user’s demand is delivered. However, the fact that users daily upload more than 65 years of content to YouTube servers [3], whereas on average only the first 23 seconds of a video are watched (by Delmondo.co), implies inefficient and costly storage usage of such an approach. A promising solution is real-time video transcoding, which re-encodes the original video on the fly.

The bottleneck for achieving real-time HEVC transcoding is the encoder complexity, which is approximately 100x higher than that of the decoder [4]. Moreover, the numerous parameters available for adjusting the output quality and throughput add extra complexity. Finally, dealing with multi-user environments, where multiple different encoding requests have to be fulfilled simultaneously, poses other challenges on video providers’ servers. While several works have tried to address efficient HEVC encoding through heuristics, machine learning, and model-based dynamic programming algorithms, none of them provide real-time HEVC transcoding in a multi-user environment.

In this work, we present MAMUT, a multi-agent Q-Learning (QL)-based run-time management strategy for QoS-aware real-time video transcoding in multi-user environments. In our approach, we decompose the design space into simpler sub-spaces, which lets us explore a larger design space. Each agent is able to independently explore a particular design subspace to attain sufficient knowledge about the environment faster. Each agent, however, exploits its own knowledge jointly with the others to behave optimally along with all agents in the environment. In particular, we consider video quality and throughput as objectives, and power consumption and video compression as constraints. Our proposed approach consist of three agents for adapting the Quantization Parameter (QP) of the HEVC encoder, deciding for number of threads to encode through DVFS, and reducing the pressure on the network, and minimizes inefficient and costly video storage.
HEVC transcoding.

- we implement MAMUT on a real multicore server, showing the behaviour of our approach when serving multiple simultaneous users while achieving real-time transcoding.
- we compare MAMUT against the state of the art through realistic scenarios. Our results show how a multi-agent reinforcement learning solution outperforms conventional monoagent machine learning and heuristic solutions, reducing power consumption up to 7% and 24%, and increasing the QoS achieved up to 5x and 8x, respectively.

II. RELATED WORK

Several implementations of HEVC encoder exist, ranging from the non-real-time HM Test Model [5] as the reference software, to Kavaza [6] and x265, both of which are able to provide real-time HEVC encoding through thread-based parallel processing. Real-time HEVC decoding has been studied and accomplished in the past [7], mainly through hardware acceleration.

HEVC encoders are composed of several processing blocks, each of which has multiple tuning parameters. Each parameter affects the encoder throughput (encoded frames per second, FPS), video quality (measured in Peak Signal-to-Noise Ratio, PSNR), video compression (bitrate), and power consumption [8]. In addition, video format and contents play a major role in throughput, video quality and compression, and chip power consumption. Since video contents may vary frame by frame, encoding parameters should be adapted on a frame basis for QoS optimization under limited power budget. Based on these facts, recent works [9], [10], [11] employed run-time adaptation of encoding parameters. These works, however, neither address QoS-aware real-time HEVC encoding nor consider a multi-user environment. Recently, a quality-aware power and thermal management approach has been proposed for non-real-time multistream HEVC encoding using machine learning techniques [8], [12] proposes an online video transcoding framework targeting bio-medical videos in a multi-user environment. Nevertheless, inherent features of biomedical videos make them a special case allowing for certain software simplifications that make online transcoding feasible. Moreover, as high-resolution videos were not evaluated, the functionality of this solution is not proven for these cases.

Finally, previous works (e.g. [10]) have modelled the output and complexity of the HEVC encoder as a function of a few relevant encoding parameters by exhaustive profiling of the application. However, these models are considerably platform-dependent and any change in the platform architecture may result in intolerable model error. A multi-user environment adds to the complexity and inefficiency of such models, since under limited resources and power budget, the parameters set for one video/user should be dynamically adjusted with respect to the encoding parameters set for other videos.

III. MAMUT: A MULTI-AGENT MACHINE LEARNING SYSTEM FOR QoS-AWARE RUN-TIME MANAGEMENT

In MAL, multiple agents need to interact and behave cooperatively or competitively with some degree of autonomy. The problem domain may be decomposed into smaller subproblems and each agent takes charge of one of them, while communicating and interacting with other agents. As a result of such cooperative and concurrent learning, cooperative multi-agent learning is a promising solution to explore larger design spaces with less computational complexity, leading to a faster learning phase compared to mono-agent learning.

In this work, we leverage QL (Q-Learning) as a model-free RL (Reinforcement Learning) algorithm, since, compared to other RL algorithms, it is exploration-insensitive, thus, more suitable for practical problems [13]. Similar to conventional mono-agent learning, the QL algorithm in multi-agent learning is composed of a finite action set $A$, and a finite state space $S$. Each agent $i$ is in charge of taking action $a_i$, and moves from its current state $s_i$ to the next one $s_{i+1}$. Then, the corresponding Q-table is updated after each reward, indicating the value of applying $a_i$ at $s_i$, is received.

In this work, we propose a concurrent cooperative multi-agent approach for run-time adaptation of HEVC encoding configuration and system parameters to achieve QoS-aware real-time HEVC transcoding under power budget constraints.

Fig. 1 shows an overview of the proposed approach where three agents cooperate with each other. The environment is composed of two parts: application (HEVC transcoder) and platform (i.e., server). The action set $A$ is split to three subsets $A_1$, $A_2$, $A_3$ such that $\forall i \neq j, A_i \cap A_j = \emptyset$, and $\bigcup_{i=1}^{3} A_i = A$. Agents can send messages such that each agent accesses the Q-table of the others. In addition, states and rewards resulting from one agent’s action are observable to all agents.

A. Agents

In MAMUT, we consider three different agents for tuning QP ($AG_{qp}$), deciding the number of threads used to encode a frame ($AG_{thread}$) through Wavefront Parallel Processing (WPP) [14], and per-core DVFS, ($AG_{dvfs}$).

B. Actions

a) QP: QP is one of the most important encoding parameters, as it affects FPS, PSNR, and bitrate [12], [9]. Although QP can take a wide range of values, we use QP values of 22, 25, 27, 29, 32, 35, and 37 based on our observation on the output PSNR, bitrate, and throughput.

b) Number of Threads: While HEVC encoding can always benefit from multithreading to increase FPS. Fig. 2 shows that throughput saturates above a certain number of
we need to define four reward functions, one for each state:

\[ R_{FPS} = \begin{cases} 
-4 & \text{if } FPS < FPS_{target} \\
\frac{1}{FPS_{target} - FPS} & \text{otherwise} 
\end{cases} \]  

This reward function provides negative values if the throughput is smaller than the target frame rate. The highest reward function is achieved if FPS exactly meets the target, however, if it is larger than \( FPS_{target} \) a smaller yet positive reward is provided. The reason is that achieving larger FPS may result in wasting resources, which ultimately means fewer users can be served. In the case where \( FPS > FPS_{target} \), spare encoded frames can be buffered. Buffered frames can be used to compensate the overall framerate if, at some points, FPS temporarily drops below the target.

\[ R_{PSNR} = \begin{cases} 
-4 & \text{if } PSNR < 30 \text{ or } PSNR > 50 \\
0 & \text{otherwise} 
\end{cases} \]  

where \( a \) and \( b \) are set to give a maximum reward of 1.0 when PSNR=50, and a reward of 0 when PSNR=30.

c) Bitrate and Power: The bitrate and power consumption are limited by the user’s bandwidth and a power cap defined by the server manager (\( P_{cap} \)), respectively. Thus, we propose a reward function where a value of \(-4\) is given if the constraint is violated, and 0.0 otherwise.

IV. LEARNING PHASES AND LEARNING RATE FUNCTION

A. Exploration and Exploration-Exploitation Phases

Since each agent has its own action set, we let the agents explore only state-action pairs corresponding to their own actions. As we need to deal with a stochastic environment, applying action \( a_i \) by \( AG_i \) at state \( s_t \) may not always result in a particular \( s_{t+1} \). The reason lies in the fact that 1) contents of a video can change from one frame to another, 2) other agents taking charge of a single video may apply an action that alters the next expected state to a different one, and 3) other videos existing in a multi-user platform with their corresponding contents and agents can change the state unexpectedly. Thus, once \( a_i \) is taken at state \( s_t \), all state transitions to new states need to be recorded during the exploration phase. Assume that \( Num(s_t \xrightarrow{a_i} s_{t+1}) \) shows number of times that applying \( a_i \) at \( s_t \) resulted in \( s_{t+1} \), and \( Num(s_t, a_i) \) represents total number of times that \( a_i \) was taken at state \( s_t \). Then, the probability by which, after taking \( a_i \) at \( s_t \), the agent observes \( s_{t+1} \) is

\[ P(s_t \xrightarrow{a_i} s_{t+1}) = \frac{Num(s_t \xrightarrow{a_i} s_{t+1})}{Num(s_t, a_i)} \]  

This probability is updated throughout the learning process.

Whenever agent \( AG_i \) takes an action right before a frame starts, the next state (\( s_{t+1} \)) is observable right at the end of the frame by all agents. However, the immediate reward is only used to update the Q-value corresponding to \((s_t, a_i)\). Then, the
following agent takes a random action in $s_{t+1}$ and the same procedure in observing states and updating Q-table is followed. However, when an agent is followed by no other agents (shown as NULL in Fig. 3) the next observable state is the average of states containing the NULL action. This approach leads the agents to learn more about each others’ behavior rather than about rapid video content variation, which can be regarded as noise in this case.

When the learning rate for each state-action pair drops below a threshold, $\alpha_{th1}$, the agents start exploration-exploitation for that particular state. In this phase, agents do not take random actions, though after applying this particular action the Q-table is updated.

\section*{B. Learning Rate}

Each agent must have its own learning rate for each state-action pair. The proposed learning rate function is a decreasing function of the number of state-action observations, differently from those proposed by the literature [8], [16], [17]. The reason is that if a learning rate function similar to the literature is considered, it is likely that an agent claims the end of the exploration phase even if other agents have not taken enough different actions. This issue ultimately makes one or more agents behave sub-optimally as taking action $a_i$ in state $s_t$ may not move the agent to state $s_{t+1}$ as it expects. Thus, the agent cannot maximize the reward by following the Q-table.

Alternatively, we use the following learning rate function for each agent, $AG_i$, which allows each agent to monitor the number and variety of actions taken by other agents:

$$\alpha^{(i)}(s_t, a_t^i) = \frac{\beta_i}{Num(s_t, a_t^i)} + \frac{\beta'_i}{1 + \sum_{j \neq i} \min_{a \in A_j} (Num(a))}$$

Here, the first term is taken from the literature [17], while in the second one $\text{Num}(a)$ is the number of times agent $A_j$ has taken action $a$. Then, $\min_{a \in A_j} (\text{Num}(a))$ gives the minimum number of times that all actions available to $AG_j$ have been selected. Subsequently, constants $\beta_i$ and $\beta'_i$ need to be set such that the exploration phase for $(s_t, a_t^i)$ cannot finish until the following two conditions are satisfied: 1) $(s_t, a_t^i)$ is observed so many times that $\frac{\beta_i}{Num(s_t, a_t^i)}$ can drop below a threshold and, 2) other agents have tried all their actions (at least once).

Due to the different frequencies at which each agent takes an action, in addition to the different sizes of the sub-spaces each agent has to explore, the learning rate parameters can vary from one agent to the other. In this work, we experimentally set $\beta_i = 0.3$ and $\beta'_i = 0.2$, $\alpha_{th1} = 0.1$ and $\alpha_{th2} = 0.05$, and $\gamma = 0.6$. $\gamma$ is the discount factor, that controls the significance of the history of Q-values vs. recently obtained rewards.

\section*{C. Exploitation Phase}

The exploitation phase starts when the learning rate drops below a threshold, $\alpha_{th2}$. Entering the exploitation phase, however, does not mean that exploration is finished. In fact, whenever a new state is observed by one agent, exploration phase starts for this particular state.

\begin{algorithm}
\caption{Exploitation phase}
\begin{algorithmic}[1]
\Input $Q_i$, $P(s_i \rightarrow s_{i+1})$, $A_i$ // $i \in \{1, \ldots, N\}$
\Output $a_i^{*}$ // current action taken by the $i^{th}$ agent
\Function{$a_i^{*}$}{e}$ \in A_i^{*}$
\State $a_i^{*} = \arg\max_{a \in A_i^*} \left( \sum_{j} P(s_i \rightarrow s_{i+1}^{j}) \times E[Q_{\text{Value}}(AG_i, \text{next}(), s_{i+1}^{j})] \right)$
\EndFunction
\Function{$E[Q_{\text{Value}}(AG, s)]$}{c} // list of agents, state
\If{$(AG, \text{next}) == \text{NULL}$}
\State return $\max_{a \in A_{AG}} (Q_{AG}(s, a))$
\Else
\State $a \leftarrow \arg\max_{a \in A_{AG}} (Q_{AG}(s, a))$
\State return $\left( \sum_{s' \in S} P_{AG}(s \rightarrow s') \times E[Q_{\text{Value}}(AG, \text{next}(), s')] \right)$
\EndIf
\EndFunction
\end{algorithmic}
\end{algorithm}

Although each agent learns separately and has its own Q-table, it needs to act in the exploitation phase cooperatively and, as explained in Section III-B, in sequence. Consequently, the goal of each agent is not simply maximizing the Q-value attainable for its own Q-table, but rather, maximizing the expected Q-value after a sequence of actions taken by all agents. Imagine the sequence of agents shown as in Fig. 3. Starting from the $m^{th}$ frame, the first agent, $AG_1$, is followed by two different agents, $AG_2$ and $AG_3$. Thus, the action taken by $AG_1$ should consider the probable transitions from one state to the other throughout the entire chain, composed of these three agents, in order to maximize the Q-value. Indeed, $AG_1$ should select an action which ultimately moves the entire system to a state in which an action taken by $AG_3$ is capable of providing the highest Q-value. This is equivalent to considering the expected Q-value given that a particular action is selected by $AG_1$. Hence, the conditional expected Q-values should be computed for all available actions in the current state $s_1$, in the chain of $AG_1 \rightarrow AG_2 \rightarrow AG_3$, as shown in Algorithm 1.

Moreover, it is possible that an agent moves to the exploitation phase earlier than the others since the number of actions that belongs to each agent is different. In such a case, the first agent in the sequence cannot rely on the behavior of the following agents. Hence, it only follows its own Q-table regardless of the expected Q-value that is achievable at the end of the sequence. Clearly, this behavior is not optimal as the whole system is not in the exploitation phase yet.

\section*{V. EXPERIMENTAL SETUP AND RESULTS}

\subsection*{A. Experimental Platform}

In our experiments, trying to cover the extreme cases of the design space, we consider videos with two very different resolutions: High Resolution (HR) (1080p/fullHD videos with resolution 1920 × 1080 pixels), and Low Resolution (LR) (832 × 480) videos. The specific video sequences have been extracted from the JCT-VC benchmark [18]. We perform our experiments on a 16-core (32-thread) server composed of two Intel Xeon E5-2667 v4 CPUs. The measured overhead introduced by the system is negligible (i.e., less than 0.05% of the encoding time). As explained in Section III-B, the number
of threads that an encoding process can use before reaching saturation depends on its resolution. In our target platform, this limit appears for 12 threads in the case of an HR video, and 5 threads in the case of an LR video. Per-core DVFS is available with frequencies ranging from 1.2 GHz to 3.2 GHz. However, our observations reveal that frequencies below 1.6 GHz do not allow real-time transcoding take.

For the sake of comparison, we have implemented two additional alternatives to our multi-agent approach. First, we have adapted the mono-agent-QL approach [8] such that the agent uses the entire action set, i.e., all possible combinations of all available actions in the design space. Because of the combinatorial explosion in the number of actions, which makes it unfeasible to train the system in a reasonable amount of time, a representative subset was chosen, ranging the same interval as the original actions, but with less granularity. Second, we have implemented a heuristic approach [19] that sets the number of threads (targeting FPS), adapts QP (targeting PSNR), and applies DVFS (for power management). Both systems act at the same frequency then the fastest agent in our system (i.e. every 6 frames). We use the Kvaazaar open source encoder as the baseline of this work, using the default ultrasfast configuration for HR videos, and the default slow configuration for the LR videos.

Finally, we consider two different scenarios to evaluate MAMUT and compare it against the mono-agent-QL and heuristic approaches described before. All reported results hereafter are extracted after five repetitions of the transcoding process under equal conditions, reporting the average values.

B. Scenario I: Serving Videos of Different Resolutions and Contents Dynamism

In the first scenario we assume that several different number of videos with different resolutions and contents need to be served simultaneously. The goal is to analyze videos separately by resolution to confirm that MAMUT behaves as expected and to extract remarks and insights by sweeping CPU usage spectrum from 1 to the maximum number of simultaneous videos.

Figure 4 shows the power consumption (in Watts) and the QoS violations –Δ– (in terms of percentage of frames processed below the 24 FPS target frame rate) of MAMUT, compared with the mono-agent and the heuristic implementations when running different workloads. The specific combinations of workloads include HR videos (from 1 to 5 processed simultaneously –1HR to 5HR in the Figure–) and LR videos (from 1 to 8 –1LR to 8LR–). The results show how, for the same workload, our approach is consistently able to reduce power consumption between 10% to 24% when compared with the heuristic approach and up to 7% compared with the Monoagent implementation. A maximum improvement of 8x, and 5x in terms of FPS violations is achieved, when compared with the heuristic and the mono-agent implementation respectively.

Diving into details of the behaviour of each approach, we can extract a number of specific insights. First, when comparing MAMUT with the Heuristic approach, the runtime behaviour is inherently different. The Heuristic approach tries to achieve QoS requirements using maximum frequency and a low number of threads, whereas MAMUT encodes each frame using a higher number of threads, but lower frequency, as shown in Table I. This behaviour greatly improves power consumption. Figure 5 illustrates the behaviour of MAMUT when encoding an HR video. The number of threads does not change most of the time, while frequency changes continuously trying to keep the FPS close to 24, but never going below. Second, MAMUT is able to better use the available resources and adapt to different loads, as in situations in which the load is low it achieves much larger QoS with lower power, and under high load, it obtains slightly better QoS and saves power. Observe how, in the heuristic approach, QoS is almost constant and MAMUT manages to adapt the computation to the available resources (constantly achieving better results).

Third, both ML-systems are able to learn a similar policy. However, since the number of actions in the mono-agent approach was limited, as described in Section V-A, it is not able to provide the same QoS measurements. Additionally,
although the search space was reduced in our mono-agent implementation, the time taken to learn was 15 times larger, due to the combinatorial explosion in the number of state-action pairs to visit before the exploitation phase. The PSNR achieved for all the proposals is close to 34 dB in the case of HR videos, ranging from 36 dB when a LR video is due to the combinatorial explosion in the number of state-actions. When the machine is fully utilized (e.g. when the heuristic approach. Finally, concerning bitrate and power, all the implementations met the constraints.

### Variable Resolution Requirements

#### C. Scenario II: Serving Transcoding Requests Batches of Video Contents

In the second scenario, we assume that a set of transcoding requests is simultaneously received from different users with different resolution requirements. In contrast to the first scenario, here we consider sequences of random videos being simultaneously transcoded, simulating a real scenario where users are coming and going continuously. To restrict the extent of the experiment, we consider that each initial video is followed by a sequence of four different videos of the same resolution, randomly selected. With this scenario, we illustrate the capability of our approach to satisfy QoS requirements of different users with different demands during time. Also, given the random nature in video contents, we explore the capability of the approach in dealing with different video contents.

Table II shows the average values for the main metrics for a sequence of a specific combination of videos.

<table>
<thead>
<tr>
<th></th>
<th>Heuristic</th>
<th>Mono-agent</th>
<th>MAMUT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Watts N1h, FPS Δ</td>
<td>Watts N1h, FPS Δ</td>
<td>Watts N1h, FPS Δ</td>
</tr>
<tr>
<td>1HR1LR</td>
<td>98.0 4.2 25.4 34.7</td>
<td>92.4 6.4 28.1 11.7</td>
<td>88.4 7.9 31.1 3.9</td>
</tr>
<tr>
<td>1HR2LR</td>
<td>106.3 4.1 24.6 32.6</td>
<td>96.7 5.6 26.4 22.7</td>
<td>93.4 6.5 31.3 6.2</td>
</tr>
<tr>
<td>2HR1LR</td>
<td>109.7 4.7 25.2 33.8</td>
<td>102.3 7.6 26.5 17.1</td>
<td>97.4 9.7 30.4 5.1</td>
</tr>
<tr>
<td>2HR2LR</td>
<td>114.5 4.5 25.0 33.7</td>
<td>105.4 6.6 25.8 23.9</td>
<td>100.3 7.6 29.5 11.0</td>
</tr>
<tr>
<td>3HR1LR</td>
<td>123.3 4.2 24.9 34.4</td>
<td>107.4 5.9 25.9 37.0</td>
<td>101.9 5.9 26.2 22.8</td>
</tr>
<tr>
<td>3HR2LR</td>
<td>124.5 4.4 25.1 33.4</td>
<td>108.5 5.8 24.7 44.6</td>
<td>100.9 6.3 27.7 24.1</td>
</tr>
<tr>
<td>3HR3LR</td>
<td>122.5 5.3 24.4 33.1</td>
<td>113.7 7.9 23.3 44.2</td>
<td>104.3 8.7 26.2 20.5</td>
</tr>
<tr>
<td>2HR3LR</td>
<td>125.9 5.4 24.5 34.0</td>
<td>110.9 7.0 21.7 65.9</td>
<td>105.2 7.0 25.3 31.2</td>
</tr>
<tr>
<td>2HR4LR</td>
<td>134.6 6.1 23.4 43.2</td>
<td>111.8 6.2 20.8 71.5</td>
<td>106.9 6.9 25.1 35.5</td>
</tr>
</tbody>
</table>

#### References