Model Checking is Possible to Verify Large-scale Vehicle Distributed Application Systems
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Abstract—OSEK/VDX is a specification for vehicle-mounted systems. Currently, the specification has been widely adopted by many automotive companies to develop a distributed vehicle application system. However, the ever increasing complexity of the developed distributed application system has created a challenge for exhaustively ensuring its reliability. Model checking as an exhaustive technique has been applied to verify OSEK/VDX distributed application systems to discover subtle errors. Unfortunately, it faces a poor scalability for practical systems because the verification models derived from such systems are highly complex. This paper presents an efficient approach that addresses this problem by reducing the complexity of the verification model such that model checking can easily complete the verification.

I. INTRODUCTION

With the development of automotive industry and electronic technology, more and more complex vehicle-mounted systems are deployed in vehicles. However, how to reuse and transplant the developed systems has become a serious problem for automotive manufacturers, since there is no uniform development standard in the automotive industry. To finish off this problem, the association of European automotive manufacturers develops and promulgates a standard named OSEK/VDX \cite{1} in 1994. The standard presently has gained widespread usage by automotive manufacturers automotive manufacturers such as BMW, Audi and Volkswagen.

As shown in Fig. 1, an OSEK/VDX vehicle-mounted system generally runs on several processors and consists of three primary components: the operating system (OS), multi-tasking application and communication protocol. The OS located at different processors is in charge of dispatching tasks within the application to execute on a processor, especially a deterministic scheduler (static priority scheduling policy) is adopted by the OSEK/VDX OS to dispatch tasks. The application is symbolically executed based on an extended control flow graphs (CFGs) by the aid of C Intermediate Language (CIL) [6]. Based on the CFGs of the tasks, the application is then translated into a sequential model. In the translation process, the application is symbolically executed based on an extended directed graph in order to maintain the equivalence between

A. Sequential Translation

The sequentialization checking approach is characterized by its capability to reduce the number of concurrent processes within the verification model by means of a sequentialization technique. A series of experiments have been carried out to evaluate the proposed approach on the realistic OSEK/VDX distributed application systems. The experimental results show that the sequentialization checking approach is capable of efficiently simplifying the verification models of OSEK/VDX distributed application systems and can moreover expand the scalability of model checking in verifying large-scale OSEK/VDX distributed application systems compared with the plain checking method.

II. SEQUENTIALIZATION CHECKING APPROACH

The sequentialization checking approach is characterized by its capability to reduce the number of concurrent processes within the verification model by means of a sequentialization idea in this paper. In the approach, each multi-tasking application within a target OSEK/VDX distributed application system is first translated into an equivalent sequential model, which makes only one concurrent process sufficient to simulate the multi-tasking application rather than multiple concurrent processes. The key processes of the sequentialization translation for an OSEK/VDX multi-tasking application are as follows. In the first step, tasks within a multi-tasking application (coded in C) is interpreted into corresponding control flow graphs (CFGs) by the aid of C Intermediate Language (CIL) [6]. Based on the CFGs of the tasks, the application is then translated into a sequential model. In the translation process, the application is symbolically executed based on an extended directed graph in order to maintain the equivalence between
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the given application and the sequential model. In particular, an OSEK/VDX OS model is embedded in the sequential algorithm to explicitly dispatch tasks and respond to the APIs invoked in tasks.

1) Task CFG: C programming language is commonly used to implement an OSEK/VDX program in industry. However, as well know that the C code is often too complex to make a static analysis, e.g., to identify a loop. To sequentialize an OSEK/VDX program coded in C language in automatic way, tasks within the program are first convert into CFGs. The definition of a task CFG is shown in Definition 1. For instance, the corresponding task CFGs for the tasks contask, minustask and plustask within the running example have been depicted in Fig. 2.

**Definition 1.** The task CFG is a table $\mathcal{T} = (\Theta, \mathcal{L}, \mathcal{O}, \Omega)$. Where, $\Theta$ is a set of task statements, and the expression of a statement $v \in \Theta$ is as follows:

$$\begin{align*}
v &: = \text{condition} | \text{assignment} | \text{goto} | \text{API} \\
\mathcal{L} &: = \{L_0, L_1, L_2, L_3 \ldots\} \text{ is a set of locations for task statements } \Theta. L_0 \in \mathcal{L} \text{ is the start location. } \Omega \subseteq \mathcal{L} \times \mathcal{L} \text{ is a set of directed edges used to label task statements } \Theta.
\end{align*}$$

**Definition 2.** The extended directed graph $G$ is a triple $G = (V, v_0, E)$. Where, $V$ is a set of nodes with the start node $v_0 \in V$. A node $v \in V$ consists of two variables $p$ and $\mathcal{D}$, $p$ is an array with the size of task number used to record the current statement locations of tasks, and $\mathcal{D}$ is a set of data structures used to store the scheduling data. $E \subseteq V \times V$ is a set of directed edges used to map the statements of tasks.

2) Sequentialization: There are two problems that should be addressed in order to obtain an equivalent sequential model through sequentializing an OSEK/VDX program: one is how to explicitly realize the scheduling behaviours of OSEK/VDX OS, and the other is how to compute the sequential model. As to solve these two problems, an OSEK/VDX OS model is embedded in the sequential translation module to explicitly perform the scheduling behaviours. The embedded OS model [5] is a component of the sequential translation module, consisting of several data structures and functions. The data structures are in charge of recording the scheduling data such as states of tasks. The functions are responsible for determining running task and updating the data of data structures according to the invoked APIs. In addition, an extended directed graph shown in Definition 2 is employed to implement the computation of sequential model.

In the sequential translation process, the extended directed graph is used to execute an OSEK/VDX program in a symbolic way, and the sequential translation module calls the embedded OS model to dispatch tasks and respond to the invoked APIs when meeting an API in the sequentialization process, i.e., the context switch of tasks in OSEK/VDX programs occurs at the invoked points of APIs. Based on the extended directed graph and the embedded OSEK/VDX OS model, the key processes of the sequential translation are formalized in our previous work [7].

B. Verification Model

By using the sequential translation, the applications CCP and BCP included in the running example can be translated
whether a declared variable satisfies its specification. Spin can be employed to carry out verification, e.g., to verify the other two

A. Experiments and Benchmarks

The experiments are conducted to evaluate the efficiency and scalability of the sequentialization checking approach. In the experiments, all OSEK/VDX applications within an experimental distributed system are first translated into sequential models, and then the model checker Spin is employed to carry out verification.

Fig. 2. Task CFGs for the Application CCP.

Fig. 3. Sequential model for the application CCP.

into two sequential models. For example, as shown in Fig. 3, the application CCP can be translated into the corresponding sequential model. Based on the sequential models of applications CCP and BCP, a verification model for the running example can be constructed. The constructed verification model includes three concurrent processes: one is for CAN, and the other two processes are for the sequential models of the applications CCP and BCP. After that, a model checker such as Spin can be employed to carry out verification, e.g., to verify whether a declared variable satisfies its specification.

III. EXPERIMENT AND EVALUATION

A. Experiments and Benchmarks

Based on the implemented tool, a series of experiments are conducted to evaluate the efficiency and scalability of the sequentialization checking approach. In the experiments, all OSEK/VDX applications within an experimental distributed system are first translated into sequential models, and then the model checker Spin is employed to carry out verification.

Fig. 2. Task CFGs for the Application CCP.

The task number and processor number are the primary factors to influence the verification performance. The developed OSEK/VDX distributed application systems with different numbers of tasks and processors are selected as benchmarks for the experiments. In addition, the selected benchmarks also reflect all execution situations by additionally taking into account the non-preemptive scheduling behaviors, full-preemptive scheduling behaviors, mix-preemptive scheduling behaviors, synchronous behaviors, and accessing shared resource behaviors. In the benchmarks, each task holds more than 100 states, and the communication protocol CAN is used to transmit messages.

All the experiments are conducted on the Intel Core(TM)i7-3770 CPU with 8GB RAM. In the experiments, the time limit and memory limit are set to 2000s and 2GB, respectively. The plain checking method is considered as a comparison object. To investigate the verification scalability of the sequentialization checking approach and plain checking method, the properties are not given in some benchmarks in order to allow the model checker Spin to explore all of the possible states of the target benchmarks. In contrast, a satisfiable or an unsatisfiable property specified as an assertion is inserted into some benchmarks to evaluate whether the sequentialization checking approach is an efficient technique to discover errors. All of the experimental results are listed in TABLE I. In the table, the bold numbers indicate the experiments with given properties compared with the experiments without given properties. #n is the number of processors, #t is the number of tasks in each processor, and #s is the number of explored states by the model checker Spin. “MB” and “Time” are the memory consumption and time consumption measured in MByte and seconds, respectively.

B. Discussion

The experimental results indicate that the plain checking method fails to verify the benchmarks that contain several tasks running on a number of processors. This is because, the verification model in the plain checking method requires a large number of concurrent processes to simulate the target benchmark. In contrast with the plain checking method, the sequentialization checking approach can successfully verify these benchmarks with lower costs in terms of time and memory as well as with less states, except for the benchmark shown in line 20. This is because, in the sequentialization checking approach, multi-tasking applications within the target benchmark are translated into sequential models. As a result, the verification model only uses one concurrent process to simulate a multi-tasking application rather than multiple processes. Based on this advantage, it is obvious that the task number of an application will not increase the number of concurrent processes of the verification model, which is only affected by the number of processors.

IV. RELATED WORK

Currently, there have been many methods that apply model checking techniques to verify the OSEK/VDX standard based
software systems. For the developed OSEK/VDX applications, a Spin-based checking method is proposed for checking the safety properties [8]. However, the method is unable to deal with large-scale applications that hold about fifteen tasks because of the large number of concurrent processes included in the verification model. To avoid the states of OSEK/VDX OS to be checked in the verification stage, a new technique called execution path generator (EPG) [9] is proposed based on the satisfiability modulo theories (SMT) based bounded model checking. Even so, the method is not efficient to check the applications that hold a number of branches, as the method will spend much time exploring all of the execution paths in order to construct the corresponding transition system (verification model). Compared with the EPG technique, the sequentialization checking approach in this paper uses an extended directed graph to execute the OSEK/VDX applications symbolically rather than exploring the execution paths.

There have been several existing sequentialization techniques that can translate a concurrent program into a sequential model. For example, Cimatti et al. proposed a method [10] to translate the SystemC concurrent programs into sequential programs. Inverso et al. also presented a method [11] to sequentialize the multi-threaded software that conforms to the POSIX standard. However, these existing methods focus on the non-deterministic scheduler based concurrent programs, which are not appropriate to sequentialize the deterministic scheduler based OSEK/VDX programs. In these existing methods, random numbers are appended in the target programs in order to simulate the non-deterministic scheduling behaviors in the sequential translation. Compared with the existing methods, this paper focuses on the deterministic scheduler based concurrent programs, and an extended directed graph is employed to compute sequential model, which are different from these existing methods.

V. CONCLUSION

This paper presented a sequentialization checking approach that can make model checking more scalable in the verification of OSEK/VDX distrusted application systems. The approach has been evaluated based on a series of experiments. The experimental results show that the sequentialization checking approach is an efficient technique to verify large-scale OSEK/VDX distrusted application systems.
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