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Abstract—Traditional fault detection/tolerance techniques exploit multiple instances of the nominal processing and then perform a bit-wise comparison of the outputs to detect the occurrence of faults. In specific application scenarios, e.g., image/signal processing, the elaboration has an inherent degree of fault tolerance because it is possible to use the output even in the presence of slight alterations. In these contexts, the classical bit-wise comparison may be inefficient. Indeed, it may lead to conservatively discard outputs that have been only slightly altered by the fault and that could still be usefully exploited. In this paper, we propose a smart checking scheme based on Convolutional Neural Networks that rather than distinguishing between faulty and not faulty images, discriminates between usable and not usable images according to the ability of the end user to correctly process the output. The experimental evaluation shows that this solution enables an execution time saving of about 6.35% with a 99.42% accuracy, on average.
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I. INTRODUCTION

There are several application environments that are inherently tolerant to a certain degree of inexactness or inaccuracy, because i) some applications are natively meant to deal with noisy inputs (e.g., sensors), or ii) the output may be a probabilistic estimate (e.g., in machine learning applications), or eventually iii) the end user is a human, whose ability to perceive inexactness is by nature limited up to a certain level of detail (e.g., image and video processing applications) [1].

At the same time, in safety- and mission-critical application environments, some degree of reliability in terms of fault detection or tolerance is required even for such inaccurate data. Indeed it is a matter of an acceptable approximation of the data, or its usability for the given functional goal. Traditionally, fault detection/tolerance is achieved by duplicating/triplicating the system and then performing a bit-wise comparison of the produced outputs. Such well-known techniques allow for detecting/tolerating any single fault occurring in the processing. Nevertheless, in the image processing application scenario, such classical fault detection/tolerance based on bit-wise comparison may lead to inefficiency due to possible unnecessary re-executions. Indeed, a bit-wise comparison discards slightly altered images that might still be usable by the end user. In such scenarios a smarter checking scheme may allow to save time, still guaranteeing the required level of reliability. It is thus important to be able to detect the occurrence of those faults that corrupt the computation making the output image not usable by the downstream applications/users.

In this paper we exploit Convolutional Neural Networks (CNNs) [2], [3] for fault detection purposes in the image processing scenario, implemented on a legacy hardware platform. Our idea is to enhance the classical Duplication with Comparison (DWC) scheme by building the system with two identical copies of nominal processing functionality and by substituting the Two-Rail Checker (TRC) with an ad-hoc Smart Checker (SC) module. The SC compares the output images of the two identical replicas and classifies them into:

- **usable** images, correct images and images where the fault has a negligible impact, thus meeting the requirements of the downstream applications and/or users.
- **not usable** images, disrupted by faults.

The final goal of our proposal is to avoid re-execution of the processing filters when a fault occurred but the produced output image can still be effectively used, to save execution time and improve the overall performance.

The proposed approach has been applied to a software implementation of a case study image processing application for the identification of buildings in satellite photos. The baseline reference is a software execution on a single core commercial embedded microprocessor where tasks are scheduled in a time-triggered fashion. Execution time savings range from 0.93% to 10.80% w.r.t. the traditional DWC approach, providing a fault detection capability ranging from 98.28% to 99.95% depending on the considered configuration.

Nowadays state-of-the-art reliable designs in aerospace applications either employ special-purpose radiation-hardened chips [4], [5], which are much slower than commercial ones, or rely on traditional duplication/triplication of the system and on a bit-wise comparison of the produced results [6], [7]. In all cases, the incurred performance degradation is significant. On the other hand, there is a growing demand for both high performance and reliability in modern space applications, as recently discussed in [8]. Thus, we believe that the smart checking scheme proposed in this paper can represent a step towards fast and reliable applications in aerospace. To the best of our knowledge, no similar approach has yet been proposed.

The remainder of this paper is organized as follows: Section II and Section III present CNNs, and the adopted case study and the error models, respectively. Section IV discusses the proposed fault detection scheme and the design methodology for the corresponding SC module. Section V reports the experimental campaign we carried out on the considered case study while Section VI concludes the paper.
II. BACKGROUND: CONVOLUTIONAL NEURAL NETWORKS

Convolutional Neural Networks (CNNs) are a class of deep, feed-forward Artificial Neural Networks (ANNs) extensively employed in image classification [2], [3]. Like ANNs, CNNs are comprised of neurons that self-optimize through learning. The output of a CNN is a single classification score for each one of the available classes.

CNNs are multi-layer architectures, where each layer is designed to learn progressively from the previous layers, until the last one produces probability values. Based on their architecture, CNNs can take advantage of the 2D structure of input data, and with respect to images, CNNs are employed to autonomously identify the specific features of classes of images (learning from a training set of them) to then classify new images based on such features.

A CNN is composed of a feature learning stage followed by a classification stage. From a very high-level point of view, the former consists of a chain of several instantiations of two type of layers, namely the Convolutional layer and the Pooling layer. The first layer of the chain receives the input image and produces a matrix of values associated with the learned features, called activation map. Each internal layer in the chain receives an activation map from the previous layer and produces an activation map for the subsequent one. In details they perform the following activities:

- Convolutional layer: performs a set of 2D convolutions on the input image/activation map by using different filters; the weights of the filters are determined during the training of the CNN.
- Pooling layer: downsamples the activation map in input, to gradually reduce the dimensionality of the model.

The classification layer consists of a fully-connected ANN (usually referred to as fully-connected layer) performing the final classification based on the last produced feature map.

III. RUNNING EXAMPLE: AN APPLICATION FOR BUILDINGS IDENTIFICATION

As a running example and case study we implemented an image processing application meant for the identification of buildings in satellite photos. The considered application takes an image and outputs a matrix the size of the input image. Each matrix entry represents the likelihood of the corresponding pixel in the input image to belong to a building. For the reader’s sake, the output matrix is here represented as a single-channel image, where each likelihood value is converted into pseudo-color intensity.

A. The Structure of the Considered Application

The selected image processing application is a pipeline composed of four image filters connected as depicted in Figure 1. There is a Sharpening filter (a convolutional filter that exploits the sharpening kernel shown in Figure 1), applied to the input image, two classification filters Thresholding and Reshape&Convolution applied to the sharpened image, and an Aggregation filter that aggregates the two outputs by performing a pixel-wise product.

The two classification filters represent the core of the considered application. The Thresholding filter performs a pixel-wise and channel-wise classification, the Reshape&Convolution one performs a cross-channel analysis of groups of pixels. The rationale for having these filters working in parallel is that the subsequent Aggregation filter can alleviate errors introduced by one of the two filters.

B. The Effects of Faults in the Application Blocks

Faults affecting a microprocessor during the execution of a software may cause crashes, exceptions, timeouts or silent data corruptions. The first three categories lead the running application not to be completed with no output produced, therefore this kind of failures are typically managed by the operating system. Silent data corruptions allow the application to complete its execution in most cases, generating though an incorrect output. In this case, redundancy-based solutions are suitable approaches to achieve fault detection/tolerance.

We analyzed the effects of the faults on the final outputs, to be able to design an appropriate fault detection approach, based on the errors produced on the output matrix. To this aim, we employed the state-of-the-art fault injector for microprocessor systems, LLFI [9] and performed a fault injection campaign. LLFI allows to correlate the effects of faults occurring at the gate-level in a microprocessor with the errors potentially induced at the application-level. Faults have been injected in all stages of the application pipeline, and the following error models have been identified:

1) image shift, a part of the output matrix is circularly right-shifted or left-shifted;
2) black (gray) area, an initial or final part of the output matrix is set to all black (gray) values;
3) black (gray) spots, pixels or lines are set to all black (gray) values;
4) random spots, pixels or lines are set to random values;
5) color change, a constant change in the likelihood index of a part of the output matrix occurs (on an image it appears as a change in the luminosity, hence the name).

To exemplify these error models, Figure 2 reports the effects of injecting a fault in the microprocessor while executing the Thresholding filter, also classifying the output with respect to its usability. More precisely, Figure 2(a) is the input image, Figure 2(b) is the correct output matrix, when no fault occurs. Figure 2(c) and Figure 2(e) are the images at the output of the Thresholding filter, when a fault has occurred, belonging to the color change and image shift classes, respectively. The corresponding final outputs at the end of the processing flow are shown in Figure 2(d) and Figure 2(f), respectively. The
Figure 2. Examples of usable and not usable corrupted output matrix

identified buildings in the output matrices 2(b), 2(d) and 2(f) are highlighted by red boxes. While the first corrupted output matrix is still usable (Figure 2(d)), the second one (Figure 2(f)) is not.

C. Usable and Not Usable Image Classification

A simple pixel-wise difference between the actual and the golden output would not be effective since errors may affect parts of the matrix that are not relevant for the application or may only slightly affect relevant parts without compromising its usability. Thus, we designed a software module (dubbed Oracle) meant to emulate the end-user of the output who specifies whether the application is usable.

The Oracle takes in input the actual and the golden matrix and produces a boolean value. It consists of a convolutional filter and a thresholding filter. The former applies an all-ones kernel to highlight the higher values in the input matrices and to suppress small errors. These two outputs are then compared pixel per pixel: if the difference of intensity value is higher than a configurable threshold \( th_{diff} \), an error is signaled. If the number of signaled errors is higher than a configurable threshold \( th_{err} \), then the output of the pipeline is assumed to be not usable. As a result, the Oracle performs a block-wise (instead of a pixel-wise) comparison of the output w.r.t. the golden reference output.

IV. THE PROPOSED FAULT DETECTION SCHEME AND ITS DESIGN METHODOLOGY

Our fault detection scheme builds on top of the classical DWC and extends it by substituting the classical TRC checker with the Smart Checker (SC) module. As shown in Figure 3, every filter is duplicated and their outputs are analyzed.

By using the classical bit-wise comparison, any single faulty pixel causes the output image to be considered faulty and triggers a re-execution, independently of the magnitude of the effect of the fault. The proposed SC module determines if the quality of the produced image is sufficient for being forwarded to the subsequent steps, assuming a meaningful final result can be achieved, even in the presence of errors. The goal is to prevent unnecessary re-executions to save execution time and limiting the impact of reliability-related overheads.

A. The Smart Checker

The SC module, shown in Figure 4, receives the global input image of the application and the output images of the two corresponding filter replicas and produces a Boolean value. It is composed of two Pre-processing blocks (a Subtraction and a Resizing block) and a Classification block, implemented by a CNN.

The underlying idea is that by comparing the outputs of the two replicated filters it is possible to identify whether a fault occurred during the processing, as well as the position and the magnitude of the error. This information, together with the input image is exploited by the CNN to infer (based on a previously performed training) whether the error would cause the final output not to be usable.

The subtraction block is meant to calculate the absolute value of the difference between the two inputs of the SC.
This operation prevents training the CNN twice, a first time with faults occurring in the first replica, a second one for those occurring in the second replica. Furthermore, by computing the (absolute) difference between the replicas’ outputs, the actual classification of the SC is invoked only when an error has occurred (the subtraction block does not produce all zeros), limiting the introduction of the computational overhead. The resizing block reduces the size of the two inputs of the CNN to make the classification process computationally feasible. The last block of the SC module is a CNN that performs the image classification for fault detection based on the difference between the outputs of the two filter replicas and on the application input.

B. The Smart Checker Design Methodology

The core of the proposed SC module is the CNN; it needs a careful training to be accurate and efficient at the same time and requires a relevant number of corrupted outputs. To create such a set, the fault injection campaign discussed in Subsection III-B has been used to extract error models. These models have then been exploited to run an error simulation campaign generating the set of corrupted outputs, used to train the CNN. Indeed, when performing fault injection in general, given a rich set of faults, only a limited number of corrupted outputs are produced while most of the time the fault is not activated or it is absorbed by the system itself, especially when focusing only on specific effects, such as the silent data corruption we are interested in. Hence, the collected set of corrupted data can be fruitfully used to identify realistic error models. These error models are then used to generate the large set of training data to feed the CNN. More precisely, it is more practical to use corrupted data created starting from the collected error models by applying them to the data itself to build a training set as large as necessary. The first fault injection campaign is fundamental to be able to create all and only errors that are realistic in the adopted working scenario, to prevent the creation of corrupted effects that cannot be the result of any real fault, thus invalidating the overall methodology. In the following, a brief discussion for each step is presented.

1) Fault Injection: As previously discussed, the aim is to identify error models on the outputs of the image processing task, when a fault occurs. Indeed, these effects depend on the employed filters and on the target platform (e.g., a software application running on a CPU or a hardware accelerator).

The input of this step is an implementation of the considered image processing application, a dataset representative of the images that the application will process at runtime, a description of the processing platform and the set of fault models that can occur. The output of this step is a set of error models that may affect the output of each filter if a fault occurs.

2) Error Simulation: The goal of this step is to generate for each filter a large training set comprising both correctly processed and corrupted images; each SC module for each filter pair in the duplicated application needs to be independently trained and thus needs its specific training set.

In accordance to the structure of the SC module, each entry of the training set contains three images and a label: the input image to be processed by the application pipeline, the filter fault-free output and the filter corrupted output. To correlate the corrupted output with the actual usability of the complete application output (i.e., the likelihood matrix) we add the boolean label that is the Oracle output when fed with the two golden/corrupted outputs.

3) Training: We employ the Adam optimizer [10] that exploits the benefits of both AdaGrad [11] and RMSProp [12] strategies, and has already proven to work better than other optimizers in many contexts. In particular, we decided not to employ the well-known gradient descend and back-propagation strategy [13] because of some problems it incurs in, such as local minima, training speed and vanishing gradient.

V. Experimental Analysis

A. Experimental Setup

We implemented the case study application and the SC module in C++, and the design flow in Python. TensorFlow implementation of CNNs [14] has been employed. Experiments have been performed on a Intel i5 machine.

We considered a software implementation of the processing pipeline running on a single-core architecture, with tasks scheduled in a time-triggered fashion. To compute performance gains, we assumed filters always to be scheduled in this order: Sharpening, Thresholding, Reshaping&Convolution and Aggregation (here abbreviated with S, T, R&C and A,
respectively). Execution times according to these working hypotheses are reported in Table I.

For both the training and test set we downloaded satellite images (by means of API provided by Microsoft Bing Maps [15]), acquired with the space resolution of 0.2m/pixel, and a 1,080x720 size. Each set consists of 1,000 images of various cities, and each image is unique (no overlap between sets) and moreover the images from each city belong to one set only.

B. Results

We classify the output of the pipeline based on its usability according to the Oracle (usable $U$, and not usable $/U$), and the acceptance or rejection according to the methodology and the SC decision (discarded $D$ as not usable, not discarded $/D$ as accepted). The four classes we obtain are $D/U$, $D/U$, $/D/U$ and $/D/U$, used to analyze the performance of our proposal against the traditional DWC approach.

A first analysis takes into account the effectiveness, in terms of fault detection capability, and the efficiency, in terms of time saving w.r.t. the DWC. For both strategies, we assumed that when a fault is detected, only filters whose outputs are identified as “corrupted and discarded” are re-executed (since it is not possible with this scheme to identify which copy is the corrupted one). For the resizing block of the SC module we considered an image resizing factor of 100x (both height and width are decreased by ten times) and a CNN structure having 2+6+4 convolutional layers (with 25 filters each) separated by max-pooling layers. Among the various CNN architectures we analyzed, the one here reported achieves the best trade-off between accuracy of the classification and increase of the execution time. We trained each SC module independently, by injecting errors only in the filters associated with the SC being considered. We injected 10 random errors (one at a time) per image in the training set, obtaining 10,000 training images. We tested each SC module independently; we injected 10 random errors (one at a time) per image in the test set, obtaining 10,000 test images. Results from this first experiment are summarized in Table II: the first column reports the filter, columns two to five report the percentage of $D/U$, $D/U$, $/D/U$ and $/D/U$ images, respectively, column six reports the average execution time when a fault occurs in the considered filter. The next three columns refer to the DWC scenario, where corrupted data is always discarded; columns seven and eight report the percentage of $D/U$ and $D/U$ outputs, while column nine reports the execution time. Finally, column ten computes the performance improvement in terms of time saving for the proposed scheme w.r.t. DWC. In the DWC scheme the pipeline is always re-executed when a fault occurs. In the SC case the re-execution is conditioned by the output of the SC module. We do not report the times related to the fault-free cases because when no fault occurs the execution times of the proposed SC module and of the TRC are the same. Finally, in both cases, we assume a single fault affecting the pipeline execution, and the subsequent the re-execution to be fault-free. In all the experiments most of the usable outputs are not discarded: on average only 3.33% of the corrupted usable images are discarded (false positive, $D/U$), and on average 52.33% of images are accepted even if corrupted, leading to the aimed time saving (6.35% on average, 10.80% for the R&C filter) demonstrating the advantage of our approach w.r.t. classical DWC. Such improvement is particularly relevant for filters requiring long execution times. Therefore, the proposed approach would achieve even better time savings in complex applications, employed in real world scenarios. As a final remark, the percentage of corrupted not usable images that are not discarded (false negative, $/D/U$ – i.e. the cases when our approach fails) is always very small (1.01% on average).

To better substantiate the effectiveness of our approach we also compared against a second counterpart, implementing a less expensive approach from the computational point of view, based on the use of thresholds on the number of different pixels between the outputs of two replicas to distinguish between faulty and not faulty images. Different thresholds have been used: 1%, 5% and 10% of different pixels, and a configurable one (Avg%), where the threshold is set as the average number of different pixels found in the outputs discarded by the Oracle as corrupted during the training phase. Data related to these naive approaches with a focus on false positive/negative cases is reported in Table III, columns 6 to 13, compared against the proposed solution (columns 2 and 3) and the DWC (no false negatives). As it emerges, simplifying the detection scheme reduces the effectiveness of the methodology, aimed at accepting slightly corrupted images, for a more conservative but limited benefit on false negatives; as a conclusion the proposed smart checking scheme constitutes the best trade-off. It is worth noting that the execution time of the naive checkers is similar to that of the TRC, therefore we omit it.

Finally, we can consider that some errors that do not lead the output to be discarded at one stage in the pipeline, might cause a more relevant effect later, because of a subsequent filter manipulation such that a downstream SC does discard the corrupted output. The final set of experiments we performed aimed at analyzing the overall fault detection capability offered by the methodology as a whole. Table IV reports the analysis with respect to all four classes of output results, having simulated errors in any part of the application pipeline and benefiting by the combined smart checking performed by all modules. The number of false negatives is reduced, also improving the accepted corrupted images.
VI. CONCLUSIONS AND FUTURE WORK

We presented a smart fault detection scheme for image processing applications, based on Convolutional Neural Networks (CNNs). The new scheme allows to overcome the classical sharp classification between corrupted/not corrupted outputs by introducing a new usable-not usable one, to provide mitigated overheads related to reliability when the output of the process is still usable. The obtained results show that the proposed scheme effectively identifies corrupted but still usable images, leading to a relevant time saving.

As future work, we plan to explore the influence of the structural parameters of the CNN on the effectiveness and efficiency of the SC module. We will consider deeper and more complex image processing pipelines, to better tailor the benefits of the proposed solution.
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