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Abstract— This paper describes the design, implementation and in vivo test of a novel Brain Computer Interface (BCI) for the mechatronic devices control. The method exploits electroencephalogram acquisitions (EEG), and specifically the Movement Related Potentials (MRPs) (i.e., μ and β rhythms), to actuate the user intention on the mechatronic device. The EEG data are analyzed by an innovative single-trial classification algorithm that, with respect to the current state of the art, strongly reduces the training time (Minimum: ~1 h, reached: 10 min), as well as the acquisition time - after stimulus - for a reliable classification (Typical: 4-8 s reached: 2 s). As first step, the algorithm performs an EEG time-frequency analysis in the selected bands, making the data suitable for further computations. The implemented machine learning (ML) stage consists of: (i) dimensionality reduction; (ii) statistical inference-based features extraction (FE); (iii) classification model selection. It is also proposed a dedicated algorithm, the MLE-RIDE, for the dimensionality reduction that, jointly with statistical analyses, digitalize the μ and β rhythms, performing the features extraction. Finally, the best support vector machine (SVM) model is selected and used in the on-line classification. As proof of concept, two mechatronic devices have been brain-controlled by using the proposed BCI algorithm: a three-finger robotic hand and an acrylic prototype car. The experimental results, obtained with data from 3 subjects (aged 26±1), showed an accuracy on human will wireless detection of 87.4%, in the real-time binary discrimination, with 33.7ms of computation times.
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I. INTRODUCTION

The worldwide impact of neuro-degenerative diseases, bringing losses of motor neurons and, then, the partial or complete paralysis (e.g. in amyotrophic lateral sclerosis), led several research groups in developing Brain Computer Interfaces (BCI) to enhance the life quality of these patients. Indeed, the BCIs, in their most general definition, allow discriminating the user intentions by “mind reading” from electroencephalogram (EEG) sequences. They are not a clinical prerogative but found a huge range of ordinary life applications, such as wheelchairs or cars driving [1,2], communication assisting [3], prosthetic solutions [4], gaming [5] and ambient assisted living [6].

Nevertheless, in a non-invasive BCI framework, three main issues must be solved [7]. The first issue concerns the identification of the right clinical protocol to be submitted to the subject, in order to modulate his brain response, making it readable by the BCI. The second issue is related to the choice of the brain activity pattern (BAP). The BAP must be capable to convey the subject’s intention to the computer. The last trend in the research area concerns the single-trial EEG classification improvement. Indeed, achieving high single-trial accuracy means creating fast, robust and easy to be handleable BCIs [7]. The BAPs that allow to realize a reliable single trial classification are typically: the event related potentials (ERPs), the slow cortical potentials (SCP), the event-related (de-)synchronization potentials (ERD/ERS), the steady state visual potentials (SSVP) and the sensorimotor rhythms (SMR) [7]. Several single-trial based BCI were proposed by the state of the art and they have been summarized in the Table I [8-11]. Some noteworthy solutions are compared with the proposed work in terms of: chosen BAP, FE and classification methods, mean accuracy, EEG trial length after stimulation (AS), number of subjects involved in the test, data rate (commands/min) and number of available choices.

In this context, the paper proposes a novel BCI methodology able to reduce the training time (from a minimum of ~1h to about 10 min) and the EEG trials length needed for accurate BAP recognition (from 4s or 8s to 2s with only 1s after the stimulation), remaining competitive with the state of the art in term of classification accuracy. This paper fully investigates the evolution of two movement related potentials (MRPs), the μ and β rhythms, considering their time-frequency responses during several stimulation protocols. The implemented algorithm analyzes the EEGs, from 5 smart electrodes, in the time-frequency domain, considering the frequency bands of interest. In the machine learning (ML) phase, the data to be evaluated are submitted to the first dimensionality reduction through a dedicated algorithm,

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BAP</td>
<td>SCP</td>
<td>ERD/ERS</td>
<td>ERPs</td>
<td>Oscillatory Rhythms</td>
<td>MRPs</td>
</tr>
<tr>
<td>Methods</td>
<td>Imagery Modulation + Threshold</td>
<td>Standard AR + ANN</td>
<td>LLP Algorithm Unsupervised Method</td>
<td>Motor Imagery + CVA+ Gaussian</td>
<td></td>
</tr>
<tr>
<td># Electr.</td>
<td>32</td>
<td>56</td>
<td>31</td>
<td>16</td>
<td>5</td>
</tr>
<tr>
<td>Mean Accuracy (%)</td>
<td>85.6% (offline)</td>
<td>83.6% (pseudo-real time)</td>
<td>90.2% (pseudo-real time)</td>
<td>86.2% (online)</td>
<td>87% (online)</td>
</tr>
<tr>
<td>Training time</td>
<td>~50 h</td>
<td>~4 h</td>
<td>~4 h</td>
<td>2 weeks</td>
<td>~10 min</td>
</tr>
<tr>
<td>EEG trial length AS</td>
<td>4 s</td>
<td>8 s</td>
<td>17 s</td>
<td>1 s</td>
<td>1 s</td>
</tr>
<tr>
<td>Data rate (commands/min)</td>
<td>2</td>
<td>6</td>
<td>2.4</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td># Choices</td>
<td>2</td>
<td>3</td>
<td>24</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Dataset (subjects)</td>
<td>2</td>
<td>3</td>
<td>13</td>
<td>10</td>
<td>3</td>
</tr>
</tbody>
</table>

*AR: Autoregressive Coefficients, ANN: Artificial Neural Network, LLP: learning label proportions, CVA: Canonical Variate Analysis
named MLE-RIDE. It extracts the residuals-based averages for each channel and available movement, excluding from further computing the less descriptive MRPs waveforms. Then, the BCI realizes a digitalization on the preserved data by using statistical inference-based thresholds. Formally, the resulting digitized signal represents the features to be classified.

The paper evaluates several classification models for the final ML step. As proof of concept, the commands provided by the real-time classification are sent via Bluetooth to two external mechatronic devices: a three-finger robotic hand and an acrylic prototype car. With about 10min of training and 1s AS long EEG trials, the proposed BCI can reach the 87.36% of accuracy, in a real-time binary discrimination context.

The paper is structured as follows: Sec. II describes the clinical background and the stimulation protocols used. Sec. III provides information about the overall architecture, from the ML stage to real-time classification. The Sec. IV outlines the features of the actuators used as proof of concept. Sec. V describes the experimental results and Sec. VI underlines the conclusions and further perspective.

II. CLINICAL BACKGROUND AND STIMULATION PROTOCOLS

A. The Selected Brain Activity Pattern

First, Several clinical studies [12] demonstrated that during voluntary movements, a cerebral preparation process precedes activation of proper muscles sequence. For this reason, we focused on BAPs, which are specifically related to the preparation and execution of a motor command, rather than reflecting merely unspecific modulations of vigilance or attention [7, 12].

Typically, the neural preparation process starts 1 s before the muscle contraction and it is characterized, inter alia, by EEG potentials named movement-related potentials (MRPs) [12]. In this paper, we studied two highly descriptive MRPs for the BCI application: the \( \mu \)-rhythms, and the \( \beta \)-rhythms [12, 13]. The \( \mu \)-rhythm occupies a frequency band between 9 and 11 Hz and can occur up to 1 s before the movement activation. Performing a motor action suppresses this rhythm. The \( \beta \)-rhythm has a frequency band ranging from 12.5 to 30 Hz. This premotor cortex rhythm is responsible for muscles firing management [12]. MRPs are typically more visible in the central and early parietal cortex areas known as motor and sensory regions (Fig. 1), and specifically in the brain hemisphere opposite to the limb that performs the movement.

Finally, as stated by the author in [7], the multi-channel EEG-mapping demonstrated that some localized brain areas contribute to cerebral motor command processes, via an MRP known as Bereitschaftspotential (BP). The BP moves from 2Hz to 5Hz and in time-domain it is a negative deflection that precedes the voluntary initiation of the movement and it is clearly visible in lateral scalp positions (C3, C4) [7, 14, 15]. It is not useful to distinguish two specific actions (e.g., left or right finger movements).

B. The Stimulation Protocols

To provide a complete overview of the MRPs applicability in the BCI framework, several protocols have been carried out both in controlled and noisy environments. These tests have been designed to emphasize the movement voluntariness [16]. In the following, all the tests will be uniquely numbered. The test number can be followed by a subscript “N” if the test was carried out in a noisy environment.

**Test0(N).** The user is sitting in resting state, without interactions with other participants or staff. The system continually investigates the user brain response in the frequency band of interest. It is used as a ground truth level of voluntariness.

**Test1(N).** The user is sitting in front of a button. The user counts mentally to 5 s, then, with the prescribed hand, he pushes the button.

**Test2(N).** The user is sitting in front of a button. He randomly pushes the button with self-paced timing by using the prescribed hand.

**Test3(N).** Like the Test2, but there are no interactions with the push button. The finger movement is however permitted.

**Test4(N).** The user is sitting in front of a push button, with a buzzer in the same test environment. The buzzer is programmed to sound with a random inter-stimulus timing (from 3s to 9s). It emits two different tones to indicate that the button must be pressed with the right hand finger or with the left hand one.

---

**Fig.1 Overall system schematic from the acquisition to the machine learning stage, the classification model extraction and the on-line classification. The blue arrows indicate the self-adapting nature of the implemented algorithm.**
Test5(N). The user is sitting and focuses his attention to the buzzer emitted tones. The buzzer is programmed in the same way of the Test4. When the buzzer sounds the user programs the defined movement without interacts with the switch.

III. THE OVERALL ARCHITECTURE

Fig. 1 shows a block diagram of the implemented BCI architecture from the signal acquisition to the on-line mechatronic activation. The overall architecture can be divided into five main operative units: (i) the acquisition unit; (ii) the Stimulation Panel (iii) the Off-line Machine Learning unit (iv) the On-line Classification block and (v) the Bluetooth based communication interface. The proposed system has been fully implemented in MATLAB 2017b and Simulink environments. The off-line ML processing has been entrusted to MATLAB scripting, while the EEG acquisition, the Stimulation management, the on-line features extraction (FE), the BAP classification and the commands transmission via Bluetooth, operate in real-time on Simulink. The Stimulation Panel consists of a tactile switch and a buzzer and it is controlled via ATmega328 P-PU programming.

A. The System Operation

The operation of the BCI can be briefly described as follows: the EEGs are acquired from a wireless headset, which collects and filters the data, sending them via Bluetooth Low Energy to a base station connected to a PC USB socket. This base station provides a set of digital inputs, which can be interfaced to external trigger signals, to synchronize them with the EEGs. The Stimulation Panel outputs are connected to them. When new EEG samples occur, they undergo a Short Time Fourier Transform (FFT radix 2 in Fig.1) with sampling rate \( f_s = 512 \text{ samples/s} \) and window length \( L_w = 256 \text{ samples} \) [17].

B. The Acquisition Unit

The acquisition unit is sketched on the left of the Fig.1 as an EEG headset with two semi-transparent area. These are the motor (red) and sensory (blue) cortex areas. The implemented multichannel sensing system consists in a 32-channel EEG headset. For this application, data from 5 EEG channels on the sensorimotor area have been wirelessly acquired: C3, Cz, C4, Cp1, Cp2. The AFz electrode is used as GND for a monopolar reading and the right ear lobe is used as reference electrode (REF) [16, 17]. EEG samples are recorded in an analog input range of \( \pm 187.5 \text{mV} \) with 24bit resolution at 500Hz sampling rate. In the Simulink interface, the EEGs are numerically band-pass filtered between 0.5Hz and 35Hz (8th order Butterworth).

C. The Acquisition Unit

The implemented multichannel sensing system consists in a 32-channel EEG headset. For this application, data from 5 EEG channels on the sensorimotor area have been wirelessly acquired: C3, Cz, C4, Cp1, Cp2. The AFz electrode is used as GND for a monopolar reading and the right ear lobe is used as reference electrode (REF) [16, 17]. EEG samples are recorded in an analog input range of \( \pm 187.5 \text{mV} \) with 24bit resolution at 500Hz sampling rate. In the Simulink interface, the EEGs are numerically band-pass filtered between 0.5Hz and 35Hz (8th order Butterworth). Finally, an amplitude winsorizing approach completes the preprocessing, deleting - from further computing - the EEG outliers and reducing the artifacts effect.

D. The Off-Line Machine Learning

The first step of the ML stage is entrusted to the MLE-RIDE algorithm, which is able to extract a coherent average along a high number of observations. Usually, when this number increases, the mathematical average, in classic sense, loses of significance due to the broadening effect [18]. The MLE-RIDE is an improved version of the most used tuned-RIDE [18]. Differently from the t-RIDE that can extract only event related potentials (e.g. P300) from the background EEG, the MLE-RIDE can be used to re-phase any statistically relevant part of the signal with no limitations in applicability. Indeed, the main
differences from t-RIDE [18] concern: (i) the number of movements that can be emphasized (not only one as in the t-RIDE, but up to 4 components along the trial), (ii) the latency re-phasing alignment is based on MLE and not on Woody method. It strengthens the algorithm against the inter-trial jitter error [18].

The Fig.2a shows the differences in analyzing a classic average or a re-phased one. In particular, the Fig.2a shows in solid blue line the phased mean of the $\beta_{C3}$ against a classic average in dashed blue line. It also shows in solid red line the phased mean of the $\beta_{C3L}$ and the classic average (dashed line).

After the EEGs acquisition for the specific test (Sec. II.B), the MATLAB script receives two observations matrices: $OM_{R}$ and $OM_{L}$ extracted from $\beta_{C3}$ and $\beta_{C4}$ with $S$ number of samples and $N_{o}$ number of observations realizing the dataset. $OM_{R}$ and $OM_{L}$ comprise the trials for the right-hand movements and left hand ones.

The Fig.2b shows two graphs Observation vs Trial samples: 50 trials of $\mu_{Cp2R}$ and 72 trials of $\mu_{Cp2L}$. In these plots some differences are visible in terms of magnitude: centrally, the $\mu_{Cp2L}$ (left hand movement) is higher than $\mu_{Cp2R}$. Firstly, the system analyzes $OM_{R}$ and $OM_{L}$ extracting the phased averages of 16 signals (1 $\beta$ and 1 $\mu$ for all the 4 channels and for the 2 directions): $\beta_{C3R}$, $\beta_{C3L}$, $\beta_{C4R}$, $\beta_{C4L}$, $\mu_{Cp1R}$, $\mu_{Cp1L}$, $\beta_{Cp2R}$, $\beta_{Cp2L}$, $\mu_{C3R}$, $\mu_{C3L}$, $\mu_{C4R}$, $\mu_{C4L}$, $\mu_{Cp1R}$, $\mu_{Cp1L}$, $\mu_{Cp2R}$, $\mu_{Cp2L}$.

Then, it identifies the most different waveforms with reference to the same channel, according to eq. (1):

$$D = \left\{ \sum_{Ch=C3} |\beta_{ChR} - \beta_{ChL}|; \sum_{Ch=C4} |\mu_{ChR} - \mu_{ChL}| \right\}$$  \hspace{1cm} (1)

The vector $D \in R^{2}$ contains all the absolute values of the comparisons.

The vector $D$ is sorted, and the first 4 relevant differences are extracted as pairs: e.g. $p_1$=$\{\beta_{C3R}, \beta_{C3L}\}$, $p_2$=$\{\mu_{C4L}, \mu_{C4R}\}$, $p_3$=$\{\mu_{Cp2L}, \mu_{Cp2R}\}$, $p_4$=$\{\beta_{Cp1R}, \beta_{Cp1L}\}$.

Once the most relevant MRPs and channels are defined, the system statistically analyzes them, as shown via boxplots in Fig.2.c. The other MRPs are discarded. In particular, it extracts four thresholds: two upper thresholds and two lower ones. The first ones are realized by calculating the 75th percentiles of the observation matrix referred to specific MRP and channel for both the movements, e.g. for $OM_{R}(Ch)$: $TH_{UP,R} \& TH_{UP,L} \in R^{8}$. Similarly, the last ones are realized by calculating the 25th percentiles of the observation matrix referred to specific MRP and channel for both the movements: $TH_{DW,R} \& TH_{DW,L} \in R^{8}$.

Overall, 16 thresholds are extracted, $8$ $TH_{UP}$ and $8$ $TH_{DW}$ (2 $TH_{UP}$ and 2 $TH_{DW}$ per pair $p_i, i=1..4$). For each pair $p_i$ the lowest $TH_{UP}$ and the highest $TH_{DW}$ are selected as reference thresholds. The system subtracts to the reference $TH_{UP}$ the discarded one, and do the same thing for the $TH_{DW}$ ones.

As shown in Fig.2d, the subtractions provide interesting information about the windows in which the differences between the signals on the same channel, but for different movements, are emphasized. From the plot in Fig.2d, the system automatically extracts the windows in which the differences overcome the 30% of the maximum absolute value. For instance, the Fig.2d shows that in the case of $\beta_{C3}$, the optimal temporal windows is the entire trial, while in the case of $\mu_{Cp2}$, 2 optimal temporal windows can be found: $[450ms \rightarrow 620ms] \cap [110ms \rightarrow 820ms]$. On these highly representative windows, the system proceeds to the FE stage.

Features extraction. The FE stage uses the 8 reference thresholds (2 for each pair $p_i$) and considers only the trial windows provided by the previous ML step. The FE consists in a kind of EEG barcoding:

1. The algorithm selects the $\beta$ and $\mu$ trials of the same specific labelled observation (e.g. 5th observation – Right hand movement), then it considers only the four relevant signals, as previous stated (e.g. $\beta_{C3}$, $\mu_{C4}$, $\mu_{Cp2}$, $\beta_{Cp1}$).
2. The algorithm realizes, on the selected trial (Tr), two barcodes by eq. (2) and (3):

$$b_{TR_{i}} = \begin{cases} \text{Tr}(i) > TH_{TR_{i}}(i) \rightarrow b_{TR_{i}}(i) = 1 \text{ i = } 1..S \\ \text{otherwise} \rightarrow b_{TR_{i}} = 0 \end{cases}$$  \hspace{1cm} (2)

$$b_{TD_{i}} = \begin{cases} \text{Tr}(i) < TH_{TD_{i}}(i) \rightarrow b_{TD_{i}}(i) = 1 \text{ i = } 1..S \\ \text{otherwise} \rightarrow b_{TD_{i}} = 0 \end{cases}$$  \hspace{1cm} (3)

3. The resulting signals are sliced in the prescribed temporal windows.
4. After discarding the useless barcode pieces, the system extracts the 2 reference barcodes, realizing the feature matrix $f \in R^{8}$.

E. The Classification Models

The 1D vectors $f$ are concatenated and labelled (R or L), to realize the train set matrix $F \in R^{(N_{f}+1)N_{o}}$, in which each row has the form: $\{F \in R^{N_{f}}, L_{i}\}$, where $i=1..N_{o}$. $N_{o}$ is the number of observations. $N_{f}$ is the number of features ($N_{f}=8$) and $L_{i} \in \{-1, 1\}$ is the $i$-th trial label: $Y_{i}=1 \rightarrow$ Left hand movement, while $Y_{i}=1 \rightarrow$ Right hand movement. The $F$ is used
to train the SVMs [19], with four different kernel bases: linear, quadratic, cubic and Gaussian. Iteratively, a k-folded validated accuracy [19] is performed for each classifier on the train set. The highest accuracy model is selected and uploaded in an extrinsic function on Simulink for the real time classification.

F. The On-line Prediction

In the real-time prediction block, the system extracts the β and μ signals from the FFT radix-2 blocks, then submit them to a coherent down sampling with a rate of 32 (1024 samples →32 samples). When the trigger rising edge occurs, the system provides in output the command to be actuated.

Eight features are extracted from the unlabeled trials following the steps from 1 to 4 of the Sec. III.C: Feature Extraction. The 1D vector \( \textbf{f} \) (eq.(4)) feeds the chosen SVM model, which provides in output the command to be actuated.

IV. THE ACTUATORS

The SVM classifier sends the predicted label to a dedicated block that manages the Bluetooth communication. Firstly, the Simulink model opens the communication by sending a string: \{89, command, 89\}. The communications are then stopped waiting for the next trigger edge. The HC-05 placed on the actuator is programmed to operate at 9600 baud. In this paper, we propose the Bluetooth-driven actuation of a three-finger robotic hand and an acrylic prototype car, which are shown in Fig.3 with their available functionalities.

The used prototype car is the one largely detailed in our previous work [2]. The three-finger robotic hand is a homemade structure, which operates by using three servomotors in tensile or releasing progressions. It operates with three gradual steps in the closing phase and the same number of steps in the opening stage. Thus, using a two choices paradigm is possible to open or close a robotic hand with a self-paced timing [20].

V. RESULTS

The proposed architecture has been tested in vivo on a dataset of 3 subjects (aged 26±1), all students of Politecnico di Bari. The Table II resumes the composition of the datasets on which the experimental results in the following are based.

In the top tab is shown the train dataset composition in terms of: test typology (Test0 to Test5) in normal and noisy (N) environment [21]. In the table, they are also distinguished by the observation for the right hand movement (R) and left hand ones (L). The bottom tab shows the real-time validation dataset composition, with the same criteria of the train set.

The system accuracy is defined as the ratio between the correctly detected observations (supervised) and the total number of requested actions.

A. Machine Learning Performance

The ML stage is performed off-line through a MATLAB script on a PC equipped with Intel i5 processor and 16GB RAM. It requests, on average, 11.41±4.6s to perform the signal rephasing by MLE-RIDE on 4 channels, inference-based
The system requires a fixed communication latency of 14ms and 1s data after the trigger rising edge. Then, once the data are acquired, the computational chain (FFT + inference-based FE), jointly with the Bluetooth transmission and actuation, asks for 33.7±6.1ms. We consider the above strategy giving the direction for further investigations.

VI. CONCLUSIONS

The paper detailed the implementation and test of an MRP-based BCI for the remote control of mechatronic devices. The system, fully implemented on a hybrid platform MATLAB-Simulink, interfaces a wireless EEG headset, which provides the acquisition from 5 channels. The here presented architecture embeds a novel BCI algorithm that exploits the time-frequency analysis and a statistical inference-based features extraction stage to reduce the training and test time.

Experimental results obtained on a dataset of 3 subjects provide results that can make the paper a pilot in the study. Indeed, considering a short machine training (~10min) and a small amount of data (only 2s long EEG trial * 5 EEG channels) the system reaches, on average, an accuracy of 87.36±0.02%. The computational chain leads to the user's intention recognition, Bluetooth transmission, and actuation in 33.7±6.1ms. We consider the above strategy giving the direction for further investigations.
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