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Abstract—Resistive RAMs (ReRAMs) have gained prominence for design of logic-in-memory circuits and architectures due to fast read/write speeds, high endurance, density and logic operation capabilities. ReRAM crossbar arrays allow constrained bit-level parallel operations. In this paper, for the first time, we propose optimization techniques during logic synthesis, which are specifically targeted for leveraging the parallelism offered by ReRAM crossbar arrays. Our method uses Majority-Inverter Graph (MIG) for the internal representation of the Boolean functions. The novel optimization techniques, when applied to the MIG, exposes the bit-level parallelism, and is further coupled with an efficient technology mapping flow. The entire synthesis process is benchmarked exhaustively over large arithmetic functions using a representative ReRAM crossbar architecture, while varying the crossbar dimensions. For the hard benchmarks, we obtained 10% reduction in the number of nodes with 16% reduction in delay on average.

I. INTRODUCTION

Resistive RAM (ReRAM) has emerged as a promising technology for logic-in-memory computations, due to simultaneous storage and logic capabilities. ReRAMs offer high endurance and density, high energy efficiency and fast operating speeds. ReRAMs have been used for realization of application specific circuits such as Boolean arithmetic circuits [1]–[3], ternary arithmetic [4] as well as neuromorphic computing [5], [6]. ReRAMs can realize a universal set of Boolean functions, which has been leveraged for developing general-purpose programmable architecture [7]–[9].

Multiple approaches for computation using ReRAM devices have been proposed in the recent years. A preliminary methodology for computing Boolean functions using memristive devices was presented by Lehtonen et al. [10]. Chattopadhyay et al. [11] proposed logic synthesis solution for memristors that realize material implication. For ReRAM devices realizing Boolean majority, delay optimal technology mapping method was proposed by Bhattacharjee et al. [12], followed by heuristics for area constrained technology mapping [13]. Logic synthesis techniques for minimizing the number of ReRAM devices and delay was proposed by Shirinzadeh et al. [14]. However, none of these these works addressed the tremendous possibility of parallel operations on ReRAM crossbar arrays. This deficit in the logic synthesis process naturally leads to a sub-optimal computing solution, as far as the ReRAM crossbar arrays is concerned. While technology-aware logic synthesis has been done for Quantum-dot Cellular Automata (QCA) in [15], [16], and for ReRAM device-level endurance management [17], to the best of our knowledge, none of these works have considered the opportunity to exploit bit-level parallelism available in crossbar arrays.

In accordance with ReRAM device operations and state-of-the-art circuit design studies [18], it is well known that ReRAM crossbar operations inherently allows parallel computations on all the devices that share a wordline. In a single cycle, all devices with a common wordline can be read out simultaneously and the device states’ do not change during a read operation. ReRAM devices, which do not share wordlines cannot be read simultaneously. A read-out value can be applied to any wordline and zero or more bitlines. Considering these crossbar constraints, the ReVAMP architecture was proposed [9], along with a method for generating instructions for the same. In this work, we extend in this direction by proposing a novel logic synthesis technique that optimizes the logic network to harness the inherent parallelism of the ReRAM crossbar arrays. Our contributions in this work are the following.

- Novel logic synthesis techniques considering crossbar constraints, which can be applied, in principle, to any in-memory computing technology.
- Combined synthesis and technology mapping flow for harnessing the bit-level parallelism.
- Experimental study using representative ReRAM crossbar architecture and complex benchmark functions.

The rest of the paper is organized as follows. Section II presents the ReVAMP architecture along with its instruction set and the basics of logic representation using Majority-Inverter Graphs. In section III, we describe the novel logic synthesis techniques considering crossbar constraints. Section IV presents the benchmarking results of the proposed synthesis method against baseline synthesis method. Finally, section V presents conclusion to the paper and presents directions of future research.

II. PRELIMINARIES

A. ReVAMP Architecture

ReRAM crossbar memory consists of multiple 1S1R ReRAM devices [19], arranged in the form of a crossbar array [18]. Each ReRAM device has two input terminals — the wordline \(wl\) and the bitline \(bl\). The internal resistive state \(Z\) of the ReRAM acts as a third input and the stored bit. The next
state of the device $Z_n$ can be expressed as a 3-input Boolean majority function, with the bitline input inverted.

$$Z_n = M_3(Z, w_l, \overline{w_b})$$  \hspace{1cm} (1)

This forms the fundamental logic operation that can be realized using ReRAM devices. The inversion operation can be realized using the intrinsic function $Z_n$. Since majority and inversion operations form a functionally complete set, any Boolean function can be realized using only $Z_n$ operations. Like conventional RAM arrays, ReRAM memories are accessed as words.

In [9], authors proposed the ReRAM based ReVAMP architecture that utilizes two ReRAM crossbar memories — the Instruction Memory (IM) and the Data Storage and Computation Memory (DCM). The IM is a regular instruction memory accessed using the program counter (PC). The DCM is used for data storage as well as for in-memory computation. A three-stage pipeline processes the instructions. In the Instruction Fetch (IF) stage, the instruction at the address held by the Program Counter (PC) is fetched from the IM and loaded into the instruction register (IR), before the PC is updated. In the decode stage, the instruction available in IR is decoded to determine the control inputs for the wordline source select multiplexer, crossbar interconnect network and the write circuit.

The primary input register (PIR) buffers the primary input data while the data memory register (DMR) stores the word read out from the DCM. Both PIR and DMR are $w_D$ bits wide, i.e. same as the number of bitlines in the DCM. Depending on the control input $M_c$, the source select multiplexer selects either PIR or the DMR as the data source. Thereafter, the crossbar-interconnect network generates the wordline and $w_D$ number of bitline inputs by appropriate permutation of the selected data source, as per the control signals stored in $C_c$.

The write circuits reads the value of the target wordline from the $W_c$ register and the output of the crossbar-interconnect to determine and apply the inputs to the row and column decoder of the DCM.

ReVAMP Instruction Set: The ReVAMP architecture supports two instructions—Read and Apply, in the formats shown in Fig. 2. The Read instruction reads the word at the address $wl$ from the DCM and stores it in the DMR. Now available in the DMR, this word can be used as input by the next instruction.

Read $w$

Apply $w \ s \ s_w \ s_b \ (v \ val_1) \ (v \ val_2) \ ... \ (v \ val_{w_D})$

Fig. 2: ReVAMP instruction format

The Apply instruction uses the DCM for computation. The word address $w$ selects the word in the DCM that will be computed upon. A source select flag $s$ chooses whether the inputs will be be primary input (PIR) or read out word (DMR). A two bit flag $w_s$ specifies the wordline input — 00 selects Boolean 0, 01 selects Boolean 1 and 11 selects input specified by the $w_b$ flag. The $w_b$ bits are used to specify the bit within the chosen data source for use as wordline input. Pairs $(v, val)$ are used to specify bitline inputs. Valid bit $v$ indicates if the input is NOP or a valid input. Similar to $w_b$, bits $val$ specifies the bit within the chosen data source to be used as bitline input.

B. Brief Background on MIG

A Majority-Inverter-Graph (MIG) is a data structure for Boolean function representation and optimization that consists of 3-input Boolean majority nodes and regular/complemented edges. The expressive power of the majority operator allows efficient representation of Boolean functions using MIGs. Traditional AND/OR/INV graphs (AOIGs) are a special case of MIGs. This is because in the case of 3-input majority operator, fixing one input to 0 realizes an AND while fixing one input to 1 realizes an OR. It is feasible to derive MIGs from AOIGs but fully exploiting the majority functionality, i.e., with non-constant inputs leads to smaller MIG representations. Due to the native realization of Majority operation in ReRAM devices, MIG is used heavily in synthesis [14] and technology mapping [12] flows for ReRAM crossbar array.

III. CROSSBAR-WARE MIG OPTIMIZATION METHODOLOGY

In this section, we present the optimization techniques on MIGs that are tuned to crossbar constraints. In addition, we also review the crossbar-aware compilation technique used to generate ReVAMP instructions from the MIG representation of the Boolean network.
A. MIG Algebraic Optimization

We are interested in compact MIG representations because they translate in smaller and faster physical implementations, especially in the ReRAM nanotechnology. In order to manipulate MIGs and reach advantageous MIG representations, a dedicated Boolean algebra was introduced in the original paper [20]. The axiomatic system for the MIG Boolean algebra, referred to as $\Omega$, is defined by the five following primitive transformation rules.

**Commutativity** — $\Omega.C$

$$M(x, y, z) = M(y, x, z) = M(z, y, x)$$

**Majority** — $\Omega.M$

$$if(x = y) : M(x, y, z) = x = y$$
$$if(x = \overline{y}) : M(x, y, z) = z$$

**Associativity** — $\Omega.A$

$$M(x, u, M(y, u, z)) = M(z, u, M(y, u, x))$$

**Distributivity** — $\Omega.D$

$$M(x, y, M(u, v, z)) = M(M(x, y, u), M(x, y, v), z)$$

**Inverter Propagation** — $\Omega.I$

$$M(x, y, z) = M(x, \overline{y}, \overline{z})$$

Some of these axioms are inspired from median algebra [21, 22] and others from the properties of the median operator in a distributive lattice [23]. A strong property of MIGs and their algebraic framework is about reachability. It has been proved that, by using a sequence of transformations drawn from $\Omega$, it is possible to traverse the entire MIG representation space. Unfortunately, deriving a sequence of $\Omega$ transformations is an intractable problem. As for traditional logic optimization, heuristic techniques provide here fast solutions with reasonable quality. Details of the optimization algorithms targeting depth, size and power reductions in an MIG can be found in [20].

B. MIG Boolean Optimization

MIG optimization techniques based on $\Omega$ rules are called algebraic. More powerful transformations are possible by using Boolean methods. For the purposes of this work, we focus on MIG Boolean optimization based on Input Partitioning Methods (IPM) and safe errors.

Safe Errors: MIGs are hierarchical majority voting systems. One notable property of majority voting is the ability to correct different types of bit-errors. This feature is inherited by MIGs, where the error masking property can be exploited for logic optimization. The idea is to purposely introduce logic errors that are successively masked by the voting resilience in MIG nodes. For example, rewrite an MIG node $w$ as $w = M(wA, wB, wC)$, where $A$, $B$, $C$ are errors on node $w$. If such errors are advantageous, in terms of logic simplifications, better MIG representations can be generated. To be considered safe in an MIG, logic errors must be pairwise orthogonal.

Input Partitioning Methods: The rationale behind IPM for MIG is to select inputs leading to advantageous simplifications when erroneous. For this purpose, we use a decision metric, called dictatorship, to select the most profitable inputs for logic error insertion. The dictatorship is the ratio of input patterns over the total $(2^n)$ for which the output assumes the same value than the selected input. For example, in the function $f = (a + b)c$, the inputs $a$ and $b$ have equal dictatorship of $5/8$ while input $c$ has a higher dictatorship of $7/8$. The inputs with the highest dictatorship are the ones we want to insert logic errors. Indeed, they have the largest influence on the circuit functionality and its structure. Exact computation of the dictatorship requires exhaustive simulation of an MIG structure, which is not feasible for practical reasons. Heuristic approaches to estimate dictatorship involve partial random simulation and graph techniques.

After exact or heuristic computation of the dictatorship, we select a subset of the primary inputs with highest dictatorship. Next, for each selected input, we determine a condition that causes an error. We require these errors to be orthogonal. Since we operate directly on the primary inputs, we already divide the Boolean space into disjoint subsets that are orthogonal. Because we need at least three errors, we need to consider at least three inputs to be made erroneous, say $x$, $y$ and $z$. A possible partition is the following: $\{x! = y, x = y = z, x = y'\}$. The corresponding errors are $A : x = y$ for $\{x! = y\}$, $B : z = y'$ when $x = y$ for $\{x = y = z\}$ and $C : z = y$ when $x = y$ for $\{x = y = z\}$. We refer the reader to [20] for a formal proof on $A$, $B$ and $C$ orthogonality.

![Fig. 3: IPM for simplification of MIG](image-url)

We illustrate input partitioning method on a function $f = M(x, M(x, y', z), M(x', y, z))$. Corresponding to $f$, the input partition is $\{x! = y, x = y = z, x = y = z'\}$ which is affected by errors $A$, $B$ and $C$, respectively. The first error $A$ imposes $x = y$ which leads to $fA = M(x, M(y, y', z), M(x', x, z))$. This can be simplified by using $\Omega.M$ to $fA = M(x, z, z) = z$. The second error $B$ imposes $z = y'$ when $x = y$. This is the case for the bottom level majority operators $M(x, y', z)$ and $M(x', y, z)$ which are transparent when $x = y$. Therefore, error $B$ leads to $fB = M(x, M(x, y, y'), M(x', y, y'))$ which can be further simplified to $fB = M(x, y', x') = y'$ by applying $\Omega.M$. The third error $C$ imposes $z = y$ when
$x = y$ holds. Analogously to error B, error C leads to \( f^C = M(x, M(x, y, y), M(x, y, y)) \) which can be further simplified into \( f^C = M(x, x, y) = x \) by \( \Omega \). A top majority node finally merges the three functions into \( f = M(fA, fB, fC) = M(z, y', x) \) which correctly represents the objective function but has 2 fewer nodes and 1 level less than the original representation.

Safe error insertion in MIGs can be used for size reduction. In this case, the branch triplification overhead in \( w = M(wA, wB, wC) \) imposes tight simplification requirements. We use the input partitioning method to focus on the most influential inputs of a MIG, and introduce selective simplification on them.

**Majority Refactoring:** An effective Boolean technique for MIG minimization is majority refactoring. The idea is to first compute a large cone of logic rooted at a MIG node. This cone of logic is transformed into a canonical logic representation, e.g., a BDD or a truth table. Starting from the canonical logic representation, a new local MIG is derived by means of decomposition. Novel techniques for majority decomposition have been recently proposed [24], [25], which can be used in conjunction with state-of-the-art solutions [26]. Once the new local MIG is formed, its cost is calculated and compared to the original MIG, where the cone of logic was extracted. If an advantage in the cost metric used is seen, the refactored MIG is imported back to the global network. This procedure can be iterated for every node of the MIG in topological order, and then until an improvement is seen (or a maximum runtime limit is hit).

Now, we discuss the cost metrics used for MIG optimization. The number of nodes in an MIG is a cost metric of the number of computations needed. So, reduction of number of nodes in MIG is one of our synthesis objectives. In synthesis of traditional CMOS circuits, depth of the logic representation structure is an indication of the delay of the synthesized circuit. However, in case of mapping to ReRAMs, the number of nodes in an MIG is one of our synthesis objectives. In practice, we found that good size reductions, with controlled net count increase and no depth overhead, produce the most advantageous MIG representation for later mapping into the ReRAM array.

C. Compilation Method

Once the cross-aware logic optimizations have been performed on the MIG, the MIG has to be realized using the ReVAMP instructions. To do so, we use the four stage compilation strategy proposed by Bhattacharjee et al. [9] and shown in Figure 4. We briefly present the four step compilation method.

1) **Assign host and inputs to nodes:** The computation of an MIG node \( n \) has to be hosted by a device, that stores one of the predecessor \( p \) of node \( n \). The other two predecessor of the node can act as either the bitline or wordline input. The assignment of hosts and inputs is done such that computations of multiple nodes can be done in parallel, if they share common predecessors. This assignment of host and input is marked on the edges of the MIG.

2) **Group nodes into blocks:** Due to the crossbar constraints (only a single wordline can be read out in a cycle), the wordline and bitline inputs of a node must reside on the same wordline. This group of input nodes is termed as a block. Since a block has to fit within a single wordline, the number of nodes grouped in a block must not be greater than the word length \( w_{\Omega} \) of the DCM. Blocks can be merged if they have common inputlines with the merged block having only a single copy of common inputlines. Further, blocks in the same level that have hosts which share a wordline input are merged to allow the possibility of parallel computation.

3) **Pack blocks into words:** The blocks enforce which nodes have to be placed in the same wordline. It is possible that the total number of elements in multiple blocks is less than the word length of the DCM. In that case, all these blocks can be packed together in a single wordline. Based on this intuition, the goal is to pack the blocks into minimum number of words.

4) **Generate instructions:** In the final step of the compilation method, we determine the ReVAMP instructions. Each computation is expressed as an **Apply** instruction and read operations are expressed as **Read** instruction. The nodes in level 1 are scheduled for computation before any node at level \( i + 1 \) is scheduled to respect data dependencies between nodes. The hosts grouped in the same block as scheduled for computation together.
Once all the nodes in a level have been computed, we determine whether any inverted copies of the nodes are required for computation of nodes at a higher level. If inverted copies are needed, the node stored in inverted form in the required block by reading it out, followed by writing it through the bitline.

In the next section, we present the results of benchmarking the proposed crossbar aware end-to-end flow from MIG to generation of instructions.

IV. EXPERIMENTAL RESULTS

The proposed end-to-end flow is implemented for the ReVAMP architecture. To evaluate our optimization techniques, we choose the depth-optimized hard EPFL benchmarks, available as MIGs \(^1\). The results are shown in Table I for DCM word length \(w_D = 16\). We explain the results by means of a benchmark, say adder. The initial MIG has 3369 nodes along with 9333 edges while the optimized MIG has 2811 nodes along with 7662 edges. The reduction in number of nodes might not directly lead to reduction in delay of mapping. The quality of the MIG for mapping can be determined by the number of blocks required to group the nodes, and the number of words which are required to pack the blocks into words. For the adder benchmark, the optimized MIG requires 27.4% less blocks with 31% reduction in number of words. Finally, we can see that these optimizations lead to 39.6% reduction in overall delay of mapping.

In general, we have managed to reduce the number of nodes as well as edges for all the benchmarks. This in turn has lead to reduction in the number of blocks, thereby leading to the reduction of the number of words required for the mapping. On average, we have been able to reduce the number of nodes by 10.8% (maximum reduction of 16.56% for adder) along with the average overall delay reduced by 16.67% (maximum reduction of 39.64% for adder). In addition, our experiments show that the packing achieves more than 99% device utilization. This clearly demonstrates the overall efficiency of our crossbar aware MIG optimization in reducing both the number of devices required as well as mapping delay.

The word length of the DCM determines the number of parallel operations that can be performed. Therefore, we analyse the impact of word length on our flow using another set of EPFL benchmarks. The results of mapping on varying word length \(w_D\) from 32 to 256 is shown in Table II. With increase in word length, the overall mapping delay reduces for all the benchmarks, showing the effectiveness of the compilation flow to harness the parallelism offered by the DCM. Also for these benchmarks, our MIG optimization method reduces the number of nodes in the MIG. Figure 6 shows the percentage reduction in delay for the optimized MIGs compared to the base MIGs. With increase in word length, our optimized MIGs are better suited for mapping to the crossbar compared to the base MIGs. Figure 7 shows the percentage reduction in number of words compared to base MIGs. For all the word lengths, our optimized MIGs always require fewer number of words compared to the base MIGs.

V. CONCLUSION AND FUTURE WORK

In-memory computing fabrics are getting major research attention nowadays, thanks to inherent advantage of tremendous boost in data locality. Traditional design automation flows are not designed for such computing architectures and therefore, poses a challenge towards adoption. Recent works in this direction have focused on logic synthesis and technology mapping with the capabilities of individual devices in mind. In this, we propose novel logic synthesis techniques, which, for the first time, enables one to exploit the bit-level parallelism available in ReRAM crossbar arrays. Our results show that it improves the area and delay metrics compared to a crossbar-agnostic design automation flow.

Looking forward, we intend to integrate multiple performance objectives, notably area, delay and device-level en-

\(^1\)http://lsi.epfl.ch/benchmark
duration of ReRAM crossbar array in a single design automation flow. An exact synthesis flow may also be an interesting open research problem.
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