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Abstract—Multiprocessor system-on-chip (MPSoC) is an 
attractive platform for high-performance applications. Networks-
on-Chip (NoCs) can improve the on-chip communication 
bandwidth of MPSoCs. However, traditional metallic 
interconnects consume significant amount of power to deliver 
even higher communication bandwidth required in the near 
future. Optical NoCs are based on CMOS-compatible optical 
waveguides and microresonators, and promise significant 
bandwidth and power advantages. This paper proposes a fat 
tree-based optical NoC (FONoC) including its topology, floorplan, 
protocols, and a low-power and low-cost optical router, optical 
turnaround router (OTAR). Different from other optical NoCs, 
FONoC does not require building a separate electronic NoC for 
network control. It carries both payload data and network 
control data on the same optical network, while using circuit 
switching for the former and packet switching for the latter. The 
FONoC protocols are designed to minimize network control data 
and the related power consumption. An optimized turnaround 
routing algorithm is designed to utilize the low-power feature of 
OTAR, which can passively route packets without powering on 
any microresonator in 40% of all cases. Comparing with other 
optical routers, OTAR has the lowest optical power loss and uses 
the lowest number of microresonators. An analytical model is 
developed to characterize the power consumption of FONoC. We 
compare the power consumption of FONoC with a matched 
electronic NoC in 45 nm, and show that FONoC can save 87% 
power comparing with the electronic NoC on a 64-core MPSoC. 
We simulate the FONoC for the 64-core MPSoC and show the 
end-to-end delay and network throughput under different 
offered loads and packet sizes. 
 

1. Introduction 
As the number of transistors available on a single chip 

increases to billions or even larger numbers, multiprocessor 
system-on-chip (MPSoC) is becoming an attractive choice for 
high-performance and low-power applications [1]. Traditional 
on-chip communication architectures for MPSoC face several 
issues, such as poor scalability, limited bandwidth, and high 
power consumption [2][3]. Networks–on-chip (NoCs) relieve 
MPSoC of these issues by using modern communication and 
networking theories. Many NoCs have been studied, and most 
of them are based on metallic interconnects and electronic 
routers [4][5][6][7][8][9]. As new applications continuously 
push the limits of MPSoC, the conventional metallic 
interconnects and electronic routers gradually become the 
bottlenecks of NoC performance due to the limited bandwidth, 
long delay, large area, high power consumption, and crosstalk 
noise [10][11].  

Optical NoCs use silicon-based optical interconnects and 
routers, which are compatible with CMOS technologies [12]. 
Studies shows that optical NoC is a promising candidate to 
achieve significant higher bandwidth, lower power, lower 
interference, and lower delay compared with electronic NoCs 
[13]. Optical interconnects have demonstrated their strengths 
in multicomputer systems, on-board inter-chip interconnect, 
and the switching fabrics of Internet routers. Silicon-based 
optical waveguides can be used to build on-chip optical 
interconnects [14]. The progress in photonic technologies, 
especially the development of microresonators, makes optical 
on-chip routers possible [15]. Microresonators can be 
fabricated on silicon-on-insulator (SOI) substrates, which have 
been used for CMOS-based high-performance low-leakage 
SoCs.  Microresonators, as small as 3µm in diameter, have 
been demonstrated [16].  

Several optical NoCs and optical routers are proposed to 
use microresonators. A. Shacham et al. proposed an optical 
NoC [10]. The optical NoC uses an augmented torus network 
to transmit payload data, while network control data are 
transmitted through a separate electronic network. It is built 
from 4x4 optical routers, injection switches, and ejection 
switches. The injection and ejection switches are used for 
local injection and ejection packets. M. Briere et al. proposed 
a multistage optical router called λ-router [11]. λ-router uses a 
passive switching fabric and wavelength-division multiplexing 
(WDM) technology. An NxN λ-router needs N wavelengths 
and multiple basic 2x2 switching elements to achieve non-
blocking switching. A. W. Poon et al. proposed a non-
blocking optical router based on an optimized crossbar for 2D 
mesh optical NoC [17]. Each port of the router is aligned to its 
corresponding direction to reduce the waveguide crossings 
around the switching fabric. We proposed an optical router, 
which significantly reduces the cost and optical power loss of 
2D mesh/torus optical NoCs [18]. Previous optical NoC and 
router studies are concentrated 2D topologies, such as mesh 
and torus. 

In this paper, we propose a new optical NoC, FONoC (fat 
tree-based optical NoC), including its topology, protocols, as 
well as a low-power and low-cost optical router, OTAR 
(optical turnaround router). Different from previous optical 
NoCs, FONoC does not require building a separate electronic 
NoC. It transmits both payload data and network control data 
on the same optical network. FONoC is based on fat tree 
which is a hierarchical multistage network. Fat tree has been 
used by multi-computer systems [19]. It also attracts the 
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attentions of electronic NoC studies [20][21][22]. While 
electronic fat tree-based NoCs use packet switching for both 
payload data and network control data, FONoC uses circuit 
switching for payload data and packet switching for network 
control data. The protocols of FONoC minimize the network 
control data and the related power consumed by optical-
electronic conversions. An optimized turnaround routing 
algorithm is designed to utilize the minimized network control 
data and a low-power feature of OTAR, which can passively 
route packets without powering on any microresonator in 40% 
of cases. An analytical model is developed to assess the power 
consumption of FONoC. Based on the analytical model and 
SPICE simulations, we compare FONoC with a matched 
electronic NoC in 45nm. We simulate the FONoC for the 64-
core MPSoC and show its performance under different offered 
loads and packet sizes. 

The rest of the paper is organized as follows. Section 2 
describes the optical router proposed for FONoC. Section 3 
details FONoC, including the topology, floorplan, and 
protocols. Section 4 evaluates and analyzes the power 
consumption, optical power loss, and network performance of 
FONoC. Conclusions are drawn in Section 5. 

2. Optical Turnaround Router for FONoC 
OTAR (optical turnaround router) is the key component of 

FONoC. It implements the routing function. OTAR switches 
packets from an input port to an output port using a switching 
fabric, which is composed of basic switching elements. OTAR 
uses two types of basic switching elements which are based on 
microresonators. We will introduce the working principles of 
the microresonator and switching elements before detailing the 
router. 

 
Figure 1.  Switching elements 

2.1. Microresonator and switching elements 
The two switching elements used by OTAR are crossing 

and parallel elements, which implement the basic 1x2 
switching function (Figure 1). Both of the switching elements 
consist of a microresonator and two waveguides. The parallel 
element does not have any waveguide crossing, and hence no 
crossing insertion loss. The resonance wavelength of the 
microresonator can be controlled by voltage. While powered 
off, the microresonator has an off-state resonance wavelength 
λoff, which is determined by the material and internal structure 
of the microresonator. When the microresonator is powered 
on, the resonance wavelength changes to the on-state 
resonance wavelength λon. If the wavelength of an optical 
signal is different from a resonance wavelength, it will be 
directed to the through port. Otherwise, the signal will be 
routed to the drop port. By powering on or off the 
microresonator, the basic switching elements can be controlled 
to switch a packet to either the drop port or through port. The 
switch time of the microresonator is small, and a 30ps 
switching time has been demonstrated [15]. 

2.2. Traditional switching fabrics 
The switching fabric of an optical router can be 

implemented by the traditional fully-connected crossbar. An 
nxn optical router requires an nxn crossbar, which is 
composed of n2 microresonators and 2n crossing waveguides. 
Figure 2a shows a 4x4 fully-connected crossbar, which has 
four input ports and four output ports. The fully-connected 
crossbar can be optimized based on the routing algorithm used 
by an optical router. Turnaround routing algorithm has been 
favored by many fat tree-based networks [23][24]. It is also 
called least common ancestor routing algorithm. In turnaround 
routing algorithm, first, a packet is routed upstream until it 
reach the common ancestor node of the source and destination 
of the packet; then, the packet is routed downstream to the 
destination. Turnaround routing is a minimal path routing 
algorithm and is free of deadlock and livelock. In addition, it 
is a low-complexity adaptive algorithm without using any 
global information. These features make turnaround routing 
algorithm particularly suitable for optical NoCs, which require 
both low latency and low cost at the same time. Some 
microresonators can be removed from the fully-connected 
crossbar based on turnaround routing algorithm (Figure 2b). 
Compared with the fully-connected crossbar, the optimized 
crossbar saves six microresonators, but still has the same 
number of waveguide crossings. The optimized crossbar does 
not improve the optical power loss or power consumption 
compared with the fully-connected crossbar. 

 
Figure 2.  4x4 crossbar-based switching fabrics 

2.3. Optical turnarround router 
We propose a new router, OTAR, for FONoC (Figure 3). 

OTAR is a 4x4 optical router using turnaround routing 
algorithm. It consists of an optical switching fabric, a control 
unit, and four control interfaces (CI). The switching fabric 
uses only six microresonators and four waveguides. The 
control unit uses electrical signals to configure the switching 
fabric according to the routing requirement of each packet. 
The control interfaces inject and eject control packets to and 
from optical waveguides. 

The OTAR router has four bidirectional ports, which 
called UP right, UP left, DOWN right, and DOWN left 
respectively. OTAR has a low-power feature. It can passively 
route packets which travel on the same side. Packets, 
travelling between UP left and DOWN left as well as between 
UP right and DOWN right, do not require to power on any 
microresonator. These account for 40% of all cases. The four 
ports are aligned to their intended directions, and the input and 
output of each port is also properly aligned. The 
microresonators in OTAR are identical, and have the same on-
state and off-state resonance wavelengths, λon and λoff. OTAR 



uses the wavelength λon to transmit the payload packets which 
carry payload data, and λoff to transmit control packets which 
carry network control data.  

 
Figure 3.  Optical turnaround router 

The switching fabric implements a 4x4 switching function 
for the four bidirectional ports. It is designed to minimize 
waveguide crossings. U-turn function is not implemented 
because the routing algorithm does not use it. Two 
unnecessary turn are also eliminated since payload packets 
will not make turns when they flow down the fat tree in 
turnaround routing. OTAR router is strictly non-blocking 
while using turnaround routing algorithm. This can be proved 
by enumerate all cases. The non-blocking property can help to 
increase the network throughput. 

The control unit processes the control packets and 
configures the optical switching fabric. Control packets are 
used to setup and maintain optical paths for payload packets, 
and are processed in the electronic domain. The control unit is 
built from CMOS transistors and uses electrical signals to 
power on and off each microresonator according to the routing 
requirement of each packet. It uses an optimized routing 
algorithm, which we will describe in the next section. Each 
port of OTAR has a control interface. The control interface 
includes two parallel switching elements, an optical-electronic 
converter (OE), and an electronic-optical converter (EO).  The 
parallel switching elements minimize the optical loss. The OE 
converts optical control packets into electronic signals, and 
EO does the reverse conversion. The microresonators in the 
control interface are always in the off-state and identical to 
those in the optical switching fabric. Their off-state resonance 
wavelength λoff is used to transmit control packets.  

3. Fat Tree-based Optical NoC 
We propose a new optical NoC, FONoC (fat tree-based 

optical NoC), for MPSoC including its topology, floorplan, 
and protocols. Different from other optical NoCs, FONoC 
transmits both payload packets and control packets on the 
same optical network. This saves the cost for building a 
separate electronic NoC for control packets. The hierarchical 
network topology of FONoC makes it possible to connect the 
FONoCs of multiple MPSoCs and other chips, such as off-
chip memories, into an inter-chip optical network and form a 
more powerful multiprocessor system. 

3.1. Topology and floorplan 
FONoC is based on fat tree to connect OTARs and 

processor cores (Figure 4). It is a non-blocking network, and 
provides path diversity to improve performance. Processors 
are connected to OTARs by optical-electronic and electronic-
optical interfaces (OE-EO), which convert signals between 
optical and electronic domains. FONoC(l,k) connects k 
processors using an l-level fat tree. There are k processors at 
level 0 and k/2 OTARs at other levels. To connect k 
processors, the number of network levels required is 

2log 1l k= + . While connecting with other MPSoCs and off-
chip memories, OTARs at the topmost level route the packets 
from FONoC to an inter-chip optical network. In this case, the 

number of OTARs required is 
2log

2
k k . If an inter-chip 

optical network is not used, OTARs at the topmost level can 

be omitted. In this case, only 
2(log 1)

2
k k −  OTARs are 

required. In Figure 4, each optical interconnect is 
bidirectional, and includes two optical waveguides. 

 
Figure 4.  FONoC topology of for a 64-core MPSoC 

 
Figure 5.  FONoC floorplan for the 64-core MPSoC 

The corresponding floorplan of FONoC for a 64-core 
MPSoC is shown in Figure 5. Started from level 2, multiple 
OTARs are grouped into a router cluster for floor planning 
purpose. The router clusters are connected by optical 
interconnects. FONoC can be built on the same device layer as 
the processors. To reduce chip area, 3D chip technology can 
fabricate FONoC on a separate device layer and stack it onto a 
device layer for processor cores [25]. 



3.2. FONoC protocols 
FONoC uses connection-oriented circuit switching to 

transfer payload packets and packet switching for control 
packets. Lacking effective optical buffers, optical NoCs using 
packet switching converts signals from optical domain to 
electronic domain for buffering, and converts them back to 
optical domain for transmission. The conversions consume a 
lot of power. FONoC uses packet switching only for control 
packets, because network control data are critical for network 
performance and usually processed and shared by the routers 
along its path. 

Before payload packets can be transmitted in FONoC, an 
optical path is first reserved from a source processor to a 
destination processor. The path consists of a series of OTARs 
and interconnects, and is managed by three control packets, 
SETUP, ACK, and RELEASE. A SETUP packet is issued by 
the source and requests OTARs to reserve a path. OTAR finds 
and reserves a path based an optimized turnaround routing 
algorithm, which will be described shortly. It has lsetup bits and 
only contains the destination address. For FONoC with k 
processors, lsetup is 2log k . When the SETUP reaches the 
destination, an ACK packet is sent backward to the source and 
requests OTAR to power on the resonators along the path. 
Once receiving the ACK, the source sends the payload 
packets. Along with the last bit of payload packets, the source 
sends a RELEASE packet to free the reserved path. There is 
no buffer required for payload packets. Once the connection is 
established, the latency and bandwidth are guaranteed. 

We optimize the traditional turnaround routing algorithm 
for FONoC, and call it EETAR (energy-efficient turnaround 
routing). EETAR utilizes the special feature of OTAR. It is an 
adaptive and distributed routing algorithm. In EETAR, a 
packet first climbs the tree. Each router chooses an available 
port to move the packet upward until it arrives at a router 
which is the common ancestor of the source and destination. 
Then, the packet will move downward along a deterministic 
path. EETAR takes account of the power consumption of 
microresonators. It chooses to passively route packets 
whenever possible. For example, EETAR tries to route 
packets coming from the DOWN left port of OTAR to the UP 
left port, and avoid powering on any microresonator. This not 
only reduces power consumption but also avoids the high 
insertion loss of microresonators. Moreover, EETAR makes 
routing decisions without using source addresses. This reduces 
the length of SETUP packets to half, and hence reduces the 
power consumption at the control interfaces of OTAR. In the 
best case, EETAR can save half of the power consumed by a 
packet comparing with traditional turnaround routing. The 
pseudo-code of EETAR is as follows.  

We define a node in FONoC(l,k) as either a processor or 
router. Node (x, y) is the x-th node at y-th level (Figure 4). 
Except nodes at 0-th level, each node connects two parent 
nodes and two child nodes through UP left and UP right ports, 
which are labeled as 0

upp  and 1
upp , and DOWN left and 

DOWN right ports, which are labeled as 0
downp  and 1

downp . 

/* EETAR Algorithm */ 
INPUT destination (xd,0), current node (xc,yc), input port pin 

IF c c cy y y 12 -1 ,   U=2   2d cU x U x DIV −⎢ ⎥≤ ≤ + ⋅ ⎣ ⎦  
   /* make turns and move downward */ 

  i
out downp p=  
(   (y -1) bits)  2d ci x SHIFTRIGHT MOD=  

ELSE  /* move upward */ 

   IF port inp
upp is available,  inP

out upp p=  

       ELSE 1 inp
out upp p −=       

RETURN output port pout 

4. Comparasion and Analysis 
We analyze the power consumption, optical power loss, 

and network performance for FONoC. The power 
consumption of FONoC is compared with a matched 
electronic NoC. The optical power loss of OTAR is compared 
with three other optical routers under different conditions. We 
simulate and compare the network performance of the FONoC 
for the 64-core MPSoC under different offered loads and 
packet sizes. 

4.1. Power consumption 
Power consumption is a critical aspect of NoC design. For 

high-performance computing, low power consumption can 
reduce the cost related with packaging, cooling solution, and 
system integration. FONoC consumes power in several ways. 
OE-EO interfaces consume power to generate, modulate, and 
detect optical signals. Optical routers consume power to route 
packets. Control units need power to make decisions for 
control packets. We develop an analytical model to 
characterize the power consumption of FONoC. 

o
PKE is defined as the energy consumed to transmit a 

payload packet. It has two portions as shown in equation (1), 
where o

payloadE  is the energy consumed by a payload packet 
directly, and ctrlE is control overhead. 

      o o
PK payload ctrlE E E= +                                (1) 

o
payloadE  can be calculate by equation (2), where m is the 

number of microresonators in the on-state while transferring 
the payload packet, o

mrP is the average power consumed by a 
microresonator when it is in the on-state, o

payloadL is the payload 
packet size, R is the data rate of EO-OE interfaces, d is the 
distance traveled by the payload packet, c is light speed in 
vacuum, n is the reflection index of silicon optical waveguide, 

o
oeeoE  is the energy consumed for 1-bit OE and EO 

conversions. 

      ( )
o
payloado o o o

payload mr oeeo payload

L d nE mP E L
R c

⋅
= ⋅ + + ⋅      (2) 

ctrlE can be calculated by equation (3). Additional variables 
are defined as follows. o

ctrlL  is the total size of the control 
packets used, h is the number of hops to transfer the payload 



packet, e
cuE is the average energy required by the control unit 

to make decisions for the payload packet. 

( 1)o o e
ctrl oeeo ctrl cuE E L h E h= ⋅ ⋅ + ⋅ +              (3) 

The power consumption of a matched electronic fat tree-
based NoC is analyzed in a similar way. The electronic NoC 
has the same topology as FONoC and uses turnaround routing 
algorithm. We designed and simulated a 4x4 input-buffered 
pipelined electronic router for the electronic NoC based on the 
45nm Nangate open cell library and Predictive Technology 
Model [26]. Each port of the electronic router is 32-bit wide. 
The switching fabric of the electronic router is a crossbar. We 
assume each processor core is 1mm by 1mm. The metal wires 
in the electronic NoC are modeled as fine-grained lumped 
RLC networks. The coupling capacitances among adjacent 
wires are considered. Since mutual inductance has a 
significant effect in deep submicron process technologies, it is 
considered up to the third neighboring wires. The electronic 
router and metal wires are simulated in Cadence Spectre. 
Simulation results show that on average the crossbar 
consumes 0.06pJ/bit, the input buffer consumes 0.003pJ/bit, 
and the control unit consumes 1.5pJ to make decisions for 
each packet. We assume the data rates at the interfaces of 
FONoC and the electronic NoC are both 12.5Gbps, which has 
been demonstrated [27]. The average size of payload data is 
512bits. While interfacing with 45nm CMOS circuits, the 
energy consumed of OE and EO conversions is estimated to 
be 1 pJ/bit, which scales down from an 80nm design [28]. 
OTAR uses the same control unit as the electronic router. In 
the on-state, a microresonator need a DC current and consume 
less than 20µW [17].  

 
We compares the power consumed by FONoC and the 

electronic NoC (ENoC) while connecting a different number 
of processors and using different packet sizes. The results 
show that FONoC consumes significantly less power than the 
electronic NoC. For example, for a 64-core MPSoC and 64-
byte packets, FONoC consumes only 0.71nJ/packet, while the 
electronic NoC consumes 5.5nJ/packet. That is an 87% power 
saving. The results show that the power saving could increase 
to 93% while using 128-byte packets in a 1024-core MPSoC. 

4.2. Optical power loss 
We analyze and compare the optical power loss of OTAR 

with three other optical routers including the fully-connected 
crossbar, optimized crossbar, and the 4x4 optical router 
proposed in [10], which is referred to as COR for clarity. In 
our comparison, we considered two major sources of optical 
power losses, the waveguide crossing insertion loss and 
microresonator insertion loss. The waveguide crossing 
insertion loss is 0.12dB per crossing [17], and the 
microresonator insertion loss is 0.5dB [29]. In an optical 
router, packets transferring between different input and output 
ports may encounter different losses. We analyze the 
maximum loss, minimum loss, and average loss of all possible 
cases (Figure 6). The results show that OTAR is the best in all 
comparisons. OTAR has 4% less minimum loss, 23% less 
average loss, and 19% less maximum loss than the optimized 
crossbar. COR has the same maximum loss as OTAR, but has 
higher average and minimum losses.  

 
Figure 6.  Comparision of optical power loss (dB) 

The number of microresonators used by an optical router 
indicates the area cost. While the optimized crossbar uses 
fewer microresonators than the fully-connected crossbar, they 
have the same losses. OTAR uses six microresonators; the 
fully-connected crossbar uses 16; the optimized crossbar uses 
ten; and COR uses eight. OTAR uses the lowest number of 
microresonators, which is 40% less than the optimized 
crossbar. 

 
Figure 7.  End-to-end delay and network througput of FONoC 

4.3. Network performance 
We simulate the FONoC for the 64-core MPSoC and study 

the network performance in terms of end-to-end (ETE) delay 
and network throughput. The ETE delay is the average time 
between a packet is generated and reaches its destination. It is 
the sum of the connection-oriented path-setup time and the 
time used to transmit optical packets.  We simulated a range of 
packet sizes used by typical MPSoC applications. We assumed 
a moderate bandwidth of 12.5Gbps for each interconnect. In 
the simulations, processors generate packets independently 
and at time intervals following a negative exponential 
distribution. We used the uniform traffic pattern, i.e. each 
processor sends packets to all other processors with the same 
probability. FONoC is simulated in a network simulator, 
OPNET [30]. 

The ETE delay under different offered loads and packet 
sizes is shown in Figure 7. It shows that FONoC saturates at 
different loads with different packet sizes. The ETE delay is 
very low before the saturation load, and increases dramatically 
after it. For 32-byte packets, ETE delay is 0.06us before the 
saturation load 0.2, and goes up to 110us after it. Packets 
larger than 32-byte have higher saturation load. This is due to 
the number of control packets is fewer when using larger 
packets under the same offered load. Larger packets also have 
longer transmission times and cause longer inter-packet arrival 
gaps compared with smaller packets under the same offered 
load. These both help to reduce network contention during 
path setup, and lead to higher saturation loads. Figure 7 also 
shows the network throughput under different offered load and 



packet sizes. Ideally, throughput should increase with the 
offered load. However, when the network becomes saturated, 
it will not be able to accept higher offered load which beyond 
its capacity. The results show that the throughput keeps at a 
certain level after a saturation point. 

5. Concluions 
This paper proposes FONoC including its protocols, 

topology, floorplan, and a low-power and low-cost optical 
router, OTAR. FONoC carries payload data as well as network 
control data on the same optical network, while using circuit 
switching for the former and packet switching for the latter. 
We analyze the power consumption, optical power loss, and 
network performance of FONoC. An analytical model is 
developed to assess the power consumption of FONoC. Based 
on the analytical model and SPICE simulations, we compare 
FONoC with a matched electronic NoC in 45nm. The results 
show that FONoC can save 87% power to achieve the same 
performance for a 64-core MPSoC. OTAR can passively route 
packets without powering on any microresonator in 40% of all 
cases. Comparing with three other optical routers, OTAR has 
the lowest optical power loss and uses the least number of 
microresonators. We simulate the FONoC for a 64-core 
MPSoC and show the end-to-end delay and network 
throughput under different offered loads and packet sizes. 
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