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Abstract 

Error-tolerance is an innovative way to enhance the 
effective yield of IC products. Previously a test 
methodology based on error-rate estimation to support 
error-tolerance was proposed. Without violating the system 
error-rate constraint specified by the user, this 
methodology identifies a set of faults that can be ignored 
during testing, thereby leading to a significant 
improvement in yield. However, usually the patterns 
detecting all of the unacceptable faults also detect a large 
number of acceptable faults, resulting in a degradation in 
achievable yield improvement. In this paper, we first 
provide a probabilistic analysis of this problem and show 
that a conventional ATPG procedure cannot adequately 
address this problem. We then present a novel test pattern 
selection procedure and an output masking technique to 
deal with this problem. The selection process generates a 
test set aimed to detect all unacceptable faults but as few 
acceptable faults as possible. The masking technique then 
examines the generated test patterns and identifies a list of 
output lines that can be masked (not observed) during 
testing so as to further avoid the detection of acceptable 
faults. Experimental results show that by employing the 
proposed techniques, only a small number of acceptable 
faults are still detected. In many cases the actual yield 
improvement approaches the optimal value that can be 
achieved. 
 

1 Introduction 
As the advance of VLSI process technologies 

approaches physical limits, process variations as well as 
quantum effects of nanometer circuits make it difficult to 
manufacture defect-free chips [1][2]. Thus, one severe 
problem with these new nanometer technologies is low 
yield. Classical techniques to increase chip yield, such as 
fault-tolerance and defect-tolerance, appear to be 
inadequate to overcome this problem [3][4]. In addition, 
currently system-on-a-chip (SOC) and/or embedded 

systems are widely used, especially for non-critical 
applications such as cell phones and iPods. Consequently, 
the concept of error-tolerance has received much attention 
[1][3][4]. Under this concept, error-producing defective 
chips that provide acceptable performance with respect to a 
specific application are marketable, thus resulting in an 
increase in effective yield. Due to human insensitivity to 
tiny vibrations in sounds, smells and colors, this concept 
can be applied in a wide range of multimedia applications 
[5][6]. The need for error-tolerance was foretold in the 
2003 International Technology Roadmap for 
Semiconductors (ITRS) [1], where it was stated that 
“relaxing the requirement of 100% correctness in both 
transient and permanent failures of signals, logic values, 
devices, or interconnects may reduce the cost of 
manufacturing, verification and testing.” How to 
cost-effectively identify acceptable defective chips is one 
of the central themes in this emerging field. Several 
attributes have been employed to evaluate the acceptability 
of defective chips and some corresponding measurement 
methods have also been developed in previous work 
[3]-[8]. One of these attributes is error-rate. 

In [7] a fault-oriented test methodology (see Figure 1) 
supporting error-tolerance based on error-rate estimation [4] 
for each target fault in a circuit was proposed. This test 
methodology first makes use of a sampling-based method 
to estimate the error-rate of each individual fault in the 
target circuit. The estimated error-rate data along with the 
maximum acceptable system error-rate specified by the 
user (system developer) are then used to identify a set of 
faults that can be ignored during manufacture testing 
without violating the system error-rate requirement. 
Therefore, the quality of the tested chips can be maintained 
at an acceptable level and the effective yield can be 
significantly enhanced.  

Under this novel concept, the “target” of testing is 
transformed to only the unacceptable faults rather than all 
possible faults as considered in conventional testing. To 
detect only unacceptable faults during testing, the 
generation of appropriate test patterns is crucial [5][6][8]. 
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It can be expected that without careful consideration, the 
patterns generated for all of the unacceptable faults can 
also detect a large number of acceptable faults, resulting in 
a drastic degradation in achievable yield improvement. 
This “over-detection” problem, if not appropriately dealt 
with, can invalidate the effectiveness of the error-tolerance 
methodology based on error-rate estimation.  

 
Figure 1: Error-rate based test methodology 
In this paper, we first formally formulate the 

over-detection problem based on a probabilistic analysis, 
followed by a discussion of the key factors affecting the 
success of test pattern generation. Then we propose a novel 
test pattern selection and an output masking technique to 
address this problem. The proposed test pattern selection 
technique can effectively generate an appropriate test set 
that detects all of the unacceptable faults but as few 
acceptable faults as possible. Although this procedure 
avoids the detection of most acceptable faults, some 
acceptable faults are still detected. Thus we next discuss an 
output masking technique that identifies a list of output 
lines that should not to be observed during testing so as to 
further reduce the number of detected acceptable faults. 
Experimental results show that by means of the proposed 
techniques, only a small number of acceptable faults are 
still detected. In many cases the actual yield improvement 
approaches the predicted optimal value.  

This paper is organized as follows. In Section 2, a 
brief review on the identification of acceptable faults will 
be given and the over-detection problem will be analyzed 
and discussed. The proposed test pattern selection method 
and the output masking technique are described in Sections 
3 and 4, respectively. Experimental results showing the 
effectiveness of the proposed techniques are presented in 
Section 5. In Section 6, conclusions are delineated. 

2 Analysis of Over-Detection Problem  
In this section, the over-detection problem of 

acceptable faults and its impact on yield improvement are 
analyzed and discussed. We first give a brief review on 
how to identify acceptable faults for a chip. According to 
[7], the expected error-rate of a chip passing a test that 
ignores k faults indexed by 1, 2, …, k can be represented 
by 

)()()( k21k f-1...f-1f-1-1E ×××=               (1) 

where Ek is the expected error-rate of the chip and fi is the 
probability that fault i will cause erroneous operation. 

If Ek is less than or equal to the acceptable error-rate, 
denoted by AE, then this chip is acceptable and thus these k 
faults can be identified as acceptable faults, as formulated 
below.  

AEf-1...f-1f-1-1E k21k ≤×××= )()()(           (2) 

Under the equal occurrence rate assumption of each fault 
[7], to maximize yield improvement we should maximize 
the number of acceptable faults. This can be done by 
sorting the faults according to their fi values and then 
fitting these fi’s into Eq.(2) in the ascending order of fi. The 
maximum number of fi’s that can be fit into Eq.(2) then 
represents the maximum number of acceptable faults [7]. 

To effectively improve yield within the framework of 
error-tolerance, acceptable faults should not be detected by 
the applied test patterns. However, as will be shown next, 
the patterns generated by an ordinary ATPG tool to detect 
all of the unacceptable faults usually also detect many 
acceptable faults. We begin with the detection probability 
of faults by a random pattern. The following notations will 
be used. 

 EVa,i: The event that a random pattern detects i 
acceptable faults 

 EVu,j: The event that a random pattern detects j 
unacceptable faults 

 Prob (EVa,i | EVu,j): the probability that event EVa,i 
occurs under the condition that event EVu,j has 
occurred 

The expected number of detected acceptable faults by a 
random pattern detecting at least one unacceptable fault, 
denoted by #DAFexp, can then be obtained as follows. 

∑ ∑
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where nA and nU are the numbers of acceptable and 
unacceptable faults, respectively. 

The exact calculation of Eq. (3) involves consideration 
of the circuit structure and the relation between faults, 
hence requiring high computation cost [9]. To simplify this 
problem so as to facilitate the analysis procedure, we will 
assume that the expected numbers of unacceptable and 
acceptable faults that will be detected are independent. We 
collect and classify these two kinds of faults into two 
separate groups and take the average value of error-rates of 
them as the expected error-rates of faults in these two 
groups. Then the problem can be simplified to the 
calculation of the probability that a fault in one group is 
detected under the condition that a fault in the other group 
is detected using a random pattern. This can be formulated 
using the following notations. 

 EVa,avg: the event that a random pattern detects a 
certain acceptable fault  

 EVu,avg: the event that a random pattern detects a 
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certain unacceptable fault 
 Prob (EVa,avg | EVu,avg): the probability that event 

EVu,avg occurs under the condition that event EVu, avg 
has occurred 

The expected number of detected acceptable faults by a 
random pattern detecting a certain unacceptable fault is 
given by the equation 
#DAFexp,avg=Prob(EVa,avg|EVu,avg)*nA                  (4) 

Based on Eq. (4), if #tp random patterns that detect all of 
the unacceptable faults are applied during testing, then the 
expected total number of detected acceptable faults will be  
#DAF_totalexp,avg=(1-(1-Prob(EVa,avg|EVu,avg))#tp)*nA    (5) 
Under the assumption that the detection of an acceptable 
fault is independent of that of an unacceptable fault, this 
expression reduces to 
#DAF_totalexp,avg=(1-(1-Prob(EVa,avg))#tp)*nA          (6) 
Without loss of generality, assume faults 1, 2, …, nA are 
acceptable. Then Prob(EVa,avg) is given by  

Prob(EVa,avg) =∑
=

An

j
je

1

/nA,  

where ej represents the error-rate of fault j [7]. 
The yield improvement realized by ignoring acceptable 
faults is An-n-pEY )1(= , where p is the occurrence rate of 
each fault [7] and n is the total number of possible faults. 
The impact on expected yield improvement due to 
detection of acceptable faults is 

, avgA DAF_totaln-n-pEY exp#
avgexp, )1( +=                   (7) 

To illustrate this impact we considered five ISCAS 85 
benchmark circuits and used the test patterns generated by 
an ATPG tool targeting only unacceptable faults. Prob 
(EVa,avg) is obtained according to the error-rate estimation 
results for each fault with 10,000 sample patterns [7]. 
Table 1 shows the analysis results based on Eq. (6) and (7) 
under various natural yields (NY) when the acceptable 
system error-rate is set to 0.01. The value of PDAF 
represents the expected percentage of the acceptable faults 
that will be detected by the applied patterns (i.e., 
#DAF_totalexp,avg/ nA *100%). From Table 1 one can see 
that on average, a large fraction of acceptable faults are 
detected, thus degrading the yield improvement. For 
example, when the natural yields are 0.9, 0.5 and 0.1, the 
PDAF for C7552 will be 58.48%, 57.14% and 42.30%, and 
the effective yields (EY) will be reduced from 0.984 to 
0.934, from 0.680 to 0.571 and from 0.187 to 0.144, 
respectively. These results show that appropriately dealing 
with the over-detection problem is critical for the success 
of error-tolerance based on error-rate estimation. 

From Eq. (5) one can find that the number of detected 
acceptable faults depends on a) the number and error-rates 

of acceptable faults, b) the number of test patterns applied 
during manufacturing test, and c) the occurrence of the 
event  EVa,i|EVu,j. Given an acceptable error rate, in 
general we would like to ignore the maximum number of 
acceptable faults and hence factor a) should be kept intact. 
Therefore, b) and c) are the two key factors to consider for 
the over-detection problem.  

In our experiments, we found that the test patterns 
generated by a commercial ATPG procedure detect a large 
number of acceptable faults. Thus a new test generation 
procedure has to be developed. In this work, we address 
factors b) and c) given above by proposing a new test 
pattern selection technique, as described next.  

Table 1: Degradation in yield improvement  
 C499 C1908 C3540 C5315 C7552 

EY 0.971 0.979 0.991 0.991 0.984 
PDAF(%) 48.17 51.07 45.74 45.51 58.48 

NY 
=0.9 

EYexp,avg 0.936 0.938 0.948 0.948 0.934 
EY 0.620 0.711 0.735 0.671 0.680 

PDAF(%) 39.57 25.79 46.12 62.03 57.14 NY 
=0.5 

EYexp,avg 0.569 0.649 0.615 0.559 0.571 
EY 0.164 0.258 0.231 0.163 0.187 

PDAF(%) 19.02 13.70 36.57 57.84 42.30 
NY 
=0.1 

EYexp,avg 0.149 0.227 0.170 0.123 0.144 

3 Test Pattern Selection Technique 
The flow chart of the proposed test pattern selection 

technique is shown in Figure 2. Our selection procedure 
starts with the same sample patterns that were 
pseudo-randomly generated by a linear feedback shift 
register (LFSR) to determine the error-rate of each fault [7]. 
The reason we use these patterns is that, in general, those 
faults having a large impact on system error-rate are likely 
to be associated with a high error-rate, hence are relatively 
easy to be detected by random patterns. Since the sample 
patterns are random and their effect on all faults has 
already been determined when calculating the error-rates, 
it is advantageous to make use of this fault detection 
information that is already available. We next describe the 
details of Figure 2. Some notations used are given below. 
TIDL: the set of all ideal test patterns, where an ideal test 

pattern is a pattern that detects only unacceptable 
faults of the target circuit. 

TSEC: the set of all secondary test pattern, where a 
secondary test pattern is one that detects at least one 
unacceptable fault and at least one acceptable fault of 
the target circuit.  

U-UF: undetected unacceptable faults, i.e., the faults that 
are unacceptable and have not been detected by the 
current test set. 
In our test pattern selection procedure, the set of ideal 

test patterns is first considered in an attempt to detect as 
many unacceptable faults as possible. If some unacceptable 
faults remain untested after this process, then the set of 
secondary test patterns are considered. 
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Referring to Figure 2, based on the sample patterns as 
well as the acceptable and unacceptable fault lists obtained 
by the identification method in [7], we first perform a fault 
simulation procedure to construct a fault dictionary. Then 
based on this dictionary, we identify the ideal and 
secondary test patterns from the sample patterns and 
classify them into TIDL and TSEC, respectively. Then we 
check whether there are any undetected unacceptable faults, 
represented by U-UF. If there are, we check whether there 
are unselected patterns in TIDL that can detect any of the 
remaining U-UF’s. If yes, then we select an appropriate 
test pattern based on the following mechanism. 

 
Figure 2: Flow chart of test pattern selection 

technique 
We first sort the test patterns in TIDL in decreasing 

order of the number of undetected unacceptable faults they 
detect (this information can be obtained from the fault 
dictionary). We then select the first element in this list, i.e., 
the test detecting the most number of U-UF’s, and record 
the faults detected by this pattern (the information is stored 
in the fault dictionary). Next, the undetected acceptable 
and undetected unacceptable faults that can be detected by 
the selected pattern are recorded and the numbers of such 
faults are updated. The above procedure is repeated until 
all unacceptable faults are detected or the elements in the 
sorted list are exhausted. The procedure either stops when 
the former case is encountered, or proceeds to the loop 
shown on the right side of Figure 2. For the latter case, 
patterns in TSEC will be selected. These patterns are ordered 
in the increasing number of the undetected acceptable 
faults they detect. The objective of this heuristic is to 
reduce the number of acceptable faults detected by each of 
the selected test patterns. The selection procedure of TSEC 
is similar to that of TIDL. Note that patterns detecting no 
unacceptable faults will not be taken into consideration 
during this procedure. After both procedures have been 

executed, if some unacceptable faults still remain 
undetected, then an ATPG procedure targeting these faults 
is executed.  

4 Output Masking Technique 
After applying the test pattern selection method 

described in Section 3, some acceptable faults may still be 
detected by the selected test patterns. To further avoid the 
detection of these faults, we consider the fact that in 
general a fault can be detected by more than one test 
pattern and the fault effects stimulated by each pattern can 
be propagated to more than one output line. Since it is 
sufficient to detect an unacceptable fault by observing only 
one erroneous output of one test pattern, many erroneous 
output bits can be viewed as redundant and can be 
“masked” during test application time, i.e., we can 
intentionally not observe these output lines so as not to 
detect acceptable faults. The basic idea of our output 
masking technique is to mask as many output bits as 
possible that detect acceptable faults while still assuring all 
unacceptable faults can be detected. The flow chart for this 
technique is shown in Figure 3 and explained below. 

 
Figure 3: Flow chart of output masking technique 

We begin with the list of acceptable and unacceptable 
faults as well as the test patterns generated by the 
procedure described in Section 3. Via fault simulation, we 
determine the relationship between faults, test patterns and 
which output lines of the target circuit contain an error. For 
each test pattern, all output lines that detect at least one 
acceptable fault are first masked. After this step, if all of 
the unacceptable faults can still be detected, then the 
detection of acceptable faults is totally avoided and no 
further action is needed. If some unacceptable faults 
become untested, we have to “un-mask” some output lines 
to assure the detection of these faults.  

The loop in Figure 3 first checks if all of the 
unacceptable faults can be detected. If yes, this procedure 
terminates. Otherwise, the procedure to un-mask masked 
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outputs is executed. In this procedure, the masked output 
lines are sorted in decreasing order of their values of 
(#DUFi − #DAFi), where #DUFi and #DAFi represent the 
total numbers of unacceptable and acceptable faults that 
can be detected at output line i for each test pattern, 
respectively. This information can be obtained from the 
fault dictionary. This heuristic aims to un-mask the output 
that detects most unacceptable but fewest acceptable faults. 
We un-mask the first element of the sorted output lines and 
record the faults that become newly detected. Next, the 
numbers of undetected acceptable and undetected 
unacceptable faults are updated. This procedure (loop) is 
repeated until all unacceptable faults are detected.  

5 Experimental Results 
Five ISCAS 85 benchmark circuits are employed in 

our experiments and the results are shown in Table 2. The 
acceptable system error-rates (AE) are set to 0.001, 0.005 
and 0.01, and the natural yields (NY) are set to 0.9, 0.5 and 
0.1 for each system error-rate. Row #tp in Table 2 indicates 
the number of required test patterns generated by a 
conventional ATPG tool to obtain 100% fault coverage for 
all irredundant faults. Row nA indicates the total number of 
acceptable faults. The effective yield EY is obtained as 
described in Section 2. EY can be considered as the 
optimal yield that can be obtained by ignoring all 
acceptable faults. Theoretically, as the number of 
acceptable faults increases, so does the effective yield, 
even if AE is small. For example, when AE = 0.001 and NY 
= 0.5, the EY of C7552 increases to 0.567, and reaches 
0.680 when AE = 0.01. We see that very significant results 
are obtained for several circuits. For example, when AE = 
0.01, the yield of C3540 can be increased from 0.5 (NY) to 
0.735 (EY), an increase of about 47%.  

Row #tp’ indicates the number of test patterns 
generated by a commercial ATPG tool that targets 
unacceptable faults but does not consider the fact that 
acceptable faults should not be detected. Row #DAF’ 
indicates the number of acceptable faults detected by these 
test patterns. The resulting effective yield EY’ is then 
obtained using the equation ')1(' #DAFn-n A-pEY += . Clearly 
the test patterns generated by the ATPG tool targeting 
unacceptable faults detect a large number of acceptable 
faults (over 50% in many cases), hence resulting in a 
significant degradation in yield improvement. For example, 
for C499 circuit, with AE = 0.01 and NY = 0.9, the five 
ATPG-generated test patterns detect 67.4% of the 
acceptable faults. This reduces the effective yield from 
0.971 (EY) to 0.923 (EY’). 

Row having headings with the subscript “o” contain 
the results obtained by the proposed test pattern selection 
and output masking techniques. The value of EYo is 
obtained by the equation o)1(o

#DAFn-nA-pEY += , where 
#DAFo is the number of acceptable faults still detected 

after applying the two techniques. The row labeled Masked 
(%) indicates the fraction of output bits that are not 
observed due to output masking.  

Compared with the ATPG-generated test patterns, 
much fewer acceptable faults are detected. For example, 
for C499 when AE is 0.01 and NY is 0.9, 14 test patterns 
are selected and 18.75% of all output lines are masked. 
The number of detected acceptable faults decreases from 
368 to 10 and the resulting effective yield is 0.970 (EYo), 
which is quite close to the predicted optimal yield 
improvement of 0.971 (EY).  

6 Conclusions 
By ignoring a set of acceptable faults, a fault-oriented 

test methodology can be employed to effectively improve 
yield. In this paper, we have shown that a conventional 
ATPG procedure targeting only unacceptable faults will  
generate test patterns that also detect many acceptable 
faults, thereby greatly degrading the yield improvement. 
To address this issue, we propose a novel test pattern 
selection procedure and an output masking technique. 
Experimental results show that the number of detected 
acceptable faults is significantly reduced and hence the 
yield improvement based on the concept of error-tolerance 
can be achieved in practice. 
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possible 
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# tp 110 110 110 110 110 110 110 110 110 
nA 898 523 275 1255 866 616 1496 954 774 
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# tp’ 16 31 58 8 19 22 6 12 19 
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faults) 
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# tp 146 146 146 146 146 146 146 146 146 
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# DAFo 572 66 10 609 485 125 355 671 304 
EYo 0.921 0.536 0.116 0.961 0.572 0.133 0.984 0.614 0.143 

C5315 
(5,352 

possible 
faults) 

Masked(%) 8.54  1.59  0.30  36.40  6.62  2.78  50.35  9.60  4.89  
# tp 168 168 168 168 168 168 168 168 168 
nA 2829 1368 933 5099 2536 1577 6416 3355 2059 
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EY’ 0.913 0.536 0.119 0.919 0.548 0.127 0.932 0.553 0.132 
# tpo 238 169 101 103 242 216 40 168 256 
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C7552 
(7,548 

possible 
faults) 

Masked(%) 7.29  0.77  0.19  32.09  6.16  1.20  43.74  13.00  3.26  
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