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Abstract

The optimization of power consumption plays a key role
in the design of a cellular system: Increasing data rates
together with high mobility represent a constantly growing
design challenge because advanced algorithms are required
with a higher complexity, more chip area and increased
power consumption which contrast with limited power
supply. In this contribution, digital baseband components
for a High Speed Downlink Packet Access (HSDPA) system
are optimized on algorithmic and architectural level.
Three promising algorithms for the equalization of the
propagation channel are compared regarding performance,
complexity and power consumption using fixed-point
SystemC models. On architectural level an adaptive control
unit is introduced together with an output interference
analyzer. The presented strategy reduces the arithmetic
operations for convenient propagation conditions up to
70 % which relates to an estimated power reduction of up
to 40 % while the overall performance is not affected.

1 Introduction

Advanced receiver structures and algorithms have been
proposed for cellular systems which increase data rates and
mobility of users [1, 2]. However, they are difficult to im-
plement in a small mobile device due to their higher com-
plexity compared with current solutions. Either a higher
frequency or more parallelism of processing units is re-
quired to perform more arithmetic operations in the same
time. The increased demand of chip area can be compen-
sated by a higher level of integration, but the increasing
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power consumption does not only lead to strong heat de-
velopment but also restricts the standby and talk time of a
mobile device due to the limited power supply. Therefore,
the optimization of downlink receiver designs becomes im-
portant at all stages of the design process. The selection
of the algorithm for the system as well as its partition into
hardware and software tasks offers the highest potential for
power optimization. On behavior and register-transfer level
remarkable power reductions can also be achieved by vari-
ations of the architecture. Also, at higher design levels a
faster estimation of power consumption can be performed
compared to transistor level [3].

In our work, we analyze and optimize mobile High
Speed Downlink Packet Access (HSDPA) receiver compo-
nents concerning the power consumption on algorithmic
and architectural level using fixed-point models described
with SystemC. The HSDPA protocol is an extension of the
Wideband Code Division Multiple Access (WCDMA) sys-
tem specified by the 3GPP, also known as Universal Mobile
Telecommunication System (UMTS).

The paper is organized as follows: Section 2 gives a short
overview of the propagation conditions, the parameters of
the transceiver model and the specifications for the investi-
gated application. Section 3 classifies algorithms regarding
raw bit error rate performance (i.e. BER without channel
coding), complexity and estimated power consumption. On
architectural level section 4 explains general and adaptive
strategies to reduce the overall power consumption by pro-
posed control stategies. Results of simulations and power
estimations on both levels lead to the conclusion of this pa-
per.

2 Channel and transceiver model

The propagation channel modifies the transmitted signal
and creates a challenge for the receiver design. The most
serious effect is the multipath propagation due to reflec-



tions at surrounding buildings and structures that creates a
large variation of power received at the mobile device and
leads to intra-symbol and inter-symbol interference (ISI).
Other effects are Doppler frequency shifts and thus fre-
quency and timing errors as well as additive white Gaussian
noise (AWGN). For cellular systems most of these prop-
erties also change with the movement of the receiver and
its surroundings which creates a time-variant slow and fast
fading channel [4].

Therefore, one of the most complex and power consum-
ing parts of the digital baseband signal processing is the
multipath combination. The deterioration of the signal by
the propagation channel has to be compensated at this stage
to restore the chip spaced signal. Several approaches and
algorithms have been proposed for advanced WCDMA re-
ceivers to compensate the propagation channel, minimize
interference and thus improve the BER performance [1].
The complexity of the optimal maximum likelihood detec-
tor scales non-polynomial with the number of users and is
therefore difficult to implement. As a consequence, sub-
optimal receivers, like the decorrelating detector, the lin-
ear MMSE equalizer and several interference cancellation
methods have been proposed and investigated to combine
or equalize the information received from the propagation
channel or to eliminate the interference which is corrupting
the signal.

2.1 Rake combiner

The Rake combiner is most commonly used in CDMA
receivers (described e.g. in [5, 6]). It superposes the in-
coming rays in the receiver at maximum ratio by reversing
the phase rotation of the propagation channel, compensat-
ing the delay and weighting the rays according to their sig-
nal power. Usually, only the strongest paths of the channel
impulse response (CIR) are used to reduce the complex-
ity (typically 4 to 8 fingers). The fingers are separated by
adjustable delays and apply the conjugate complex CIR to
the incoming data. Due to its simple and scalable structure
the Rake combiner is implemented in most current mobile
devices. However, its inability to provide a sufficient raw
BER performance under certain propagation conditions can
be regarded as a drawback of the Rake combiner because it
does not consider interference which results from the corre-
lation of multiple paths among each other.

2.2 MMSE equalizer

The linear Minimum Mean Square Error (MMSE) equal-
izer produces a signal which is as similar to the transmitted
signal as possible concerning the noise received [7]. The
incoming paths are not only combined, but a whole Finite
Impulse Response (FIR) is calculated to suppress interfer-

ence. However, to avoid noise enhancement the Signal-
to-Noise Ratio (SNR) has to be estimated as well as the
impulse response of the propagation channel. The linear
MMSE equalizer provides a very good raw BER perfor-
mance. However, not only few paths have to be combined,
but a complete filter is required to equalize the propagation
channel. The filter typically has a size similar to the maxi-
mum delay of the propagation channel which may span over
20 chips for urban cells.

2.3 Prefilter Rake equalizer

The Prefilter Rake equalizer was proposed in [8] as a
variation of the MMSE equalizer. The equalization process
is separated into two tasks, first the elimination of the cross-
correlation of the different paths and then the combination
of the signal by a standard Rake combiner. Thus, the Pre-
filter Rake equalizer is a trade-off between the improved
performance of the MMSE equalizer and the low complex-
ity of the Rake combiner. The size of the FIR of the Prefilter
can be smaller than the size of the FIR of the MMSE equal-
izer. Another advantage of the Prefilter Rake equalizer can
be used in systems with transmit diversity: due to the blind
operation of the Prefilter the required complexity is reduced

[9].
3 Optimizations on the algorithmic level

The obtainable BER performance is an important prop-
erty to choose an algorithm which calculates the coefficients
for the MMSE or Prefilter Rake approach. The equations
can be solved either by matrix operations at once or by
adaptive algorithms which approximate the solution up to a
possible remaining error. Examples for adaptive algorithms
are the Griffith algorithm which belongs to the class of Least
Mean Square (LMS) algorithms [10] and the Levinson al-
gorithm, a Recursive Least Square (RLS) solver [11]. For
adaptive algorithms convergence criteria have to be consid-
ered, otherwise the algorithm may not converge.

Fig. 1 shows the raw BER which was obtained for the
three receiver approaches in case of propagation channel
VA30 [12]. The MMSE equalizer using a LMS adaptation
performs best and the Prefilter Rake using the Levinson al-
gorithm has a similar performance. The Griffith algorithm
for the Prefilter has a worse performance while the Rake
combiner is not even able to reach a raw BER of 2 % in the
vehicular channel which is necessary to reach the through-
put defined in the standard [12]. With respect to perfor-
mance the MMSE equalizer is therefore the best choice.

For a low power design the complexity of the design has
to be considered. Especially if multiple samples per chip are
used in the receiver (oversampling) the complexity may rise
dramatically. A first criterion for choosing an algorithm is
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Figure 1. Comparison of raw BER perfor-
mance for different receivers in case of prop-
agation channel VA30 and an oversampling
ratio of 8 (fixed-point bit-true simulation).

therefore the order of the algorithm with respect to the filter
size. For example, the Griffith algorithm is of the order
O(M) while the Levinson algorithm is O(M?). This makes
the Griffith or similar LMS algorithms often the first choice
for adaptive filters with a low complexity.

However, for a fixed size M of a filter impulse response
a higher order may not be a sufficient criterion, e.g. an al-
gorithm with a higher amount of complexity to determine
the filter coefficients may have a lower average complex-
ity if the algorithm is performed block by block and not
continuously. It is therefore important to determine the re-
quired complexity of an algorithm under real operating con-
ditions. A C++ class has been added to the receiver com-
ponents which counts the performed additions and multipli-
cations for a typical testcase and reports them periodically
to identify the complexity correctly. For the fixed-point im-
plementation of the algorithms it has to be considered that
divisions with variable denominators require a high amount
of hardware in digital designs as they are converted to it-
erative multiplications and additions (e.g. Goldschmidt’s
algorithm) [13].

Ilustrated in Fig. 2 are the multiplications performed per
slot of four different receiver algorithms for different over-
sampling ratios [14]. As expected, the MMSE equalizer
and the Rake combiner have the highest and lowest com-
plexity, respectively. For the Prefilter Rake equalizer the
Levinson algorithm has a higher order, but it requires less
operations per time than the Griffith algorithm because of a
block-based calculation.

To estimate the power consumption of the designs,

the SystemC models have been analyzed with the tool
ORINOCO® of ChipVision [15]. The tool determines an
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Figure 2. Number of performed multiplica-
tions per slot of different algorithms with re-
spect to oversampling.

algorithm Levinson Griffith
classification RLS solver LMS
runtime behavior | block-based | continuous
filter size M 13 taps 17 taps
area 0.6l mm” | 0.24 mm?
energy 2.83mWs | 2.383mWs

Table 1. Results obtained with ORINOCO® for
Prefilter algorithms mapped to a 130 nm stan-
dard cell library.

abstract floorplan of the design, monitors the switching ac-
tivity for a typical testcase and calculates the energy con-
sumed by the functional units, registers, controller, inter-
connects and clock tree. Tab. 1 shows the parameters in
combination with the results of the estimation for an 130 nm
standard cell library. On the one hand the Levinson al-
gorithm has a higher order and requires a larger area. On
the other hand the higher performance permits a reduction
of the filter size compared to the Griffith algorithm. The
smaller filter size and the block-based calculation of the fil-
ter coefficients lead to an almost equal energy consumption
of both algorithms. Therefore the Levinson algorithm is the
better choice of both. Additionally, the block-based mode
allows more flexibility by an adaptive update rate which can
be exploited in the architecture of the Prefilter Rake.

The choice of the best algorithm is difficult due to several
optimization criteria. Three algorithms will now be inves-
tigated further on architectural level: MMSE equalizer us-
ing LMS algorithm (best performance with high complex-
ity), Prefilter Rake equalizer using the Levinson algorithm
(good performance with medium complexity) and the com-
mon Rake combiner (worst performance with lowest com-
plexity).
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Figure 3. Simulation environment combining
three algorithms in connection with the pro-
posed adaptive control unit.
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4 Optimizations on the architectural level
4.1 General optmizations

First, general optimizations can be applied when the al-
gorithms are mapped to an architecture. A way to reduce the
complexity in modern communication systems is to convert
a complex multiplication (e.g. rotation of phase and weight-
ing of amplitude in the Rake combiner) from four multipli-
cations and two additions into three multiplications and five
additions [16].

Further, the conjugate complex symmetry of the Pre-
filter’s coefficients can be utilized in the design of the filter
which reduces the number of operations from six multipli-
cations and ten additions to only four multiplications and
six additions to process two conjugate complex taps.

4.2 Adaptive change of receiver mode

A simulation environment combining all three algo-
rithms for the receiver design has been developed as de-
picted in Fig. 3. The FIR filters can be adjusted to process a
variable number of coefficients as well as to provide a mode
which combines both filters for the MMSE equalizer.

The actual complexity and power consumption can now
be tuned by an adaptive control unit which chooses the right
mode for the current state of the propagation channel. For
bad channel conditions the MMSE or the Prefilter Rake
equalizer is active, in case of low noise environments the
receiver can be tuned into the Prefilter Rake mode or the
Prefilter can even be switched off to operate in a Rake-only
mode. The Rake mode can also be chosen if high data rates
are not required by the user. As can be seen in Fig. 2, the
oversampling has a strong impact on complexity and power
consumption. Again, an optimization can be achieved by

reducing the oversampling ratio in case of good propaga-
tion conditions to allow a fine tuning of the receiver mode.

However, to adjust the adaptive control unit a criterion
is required. Block error rate (BLER), bit error rate (BER)
and a pseudo-BER (changed bits during channel decoding)
are not suitable because of a long latency of their feedback
which exceeds the change of the propagation channel in ve-
hicular environments. A suitable characteristic in the inner
receiver can be obtained by an output interference analyzer
which determines the power of the signal used for softbit
decision and the sum of power of the signal at adjacent chip
positions which create interference for the decision. If the
ratio of both values falls below a lower threshold the over-
sampling ratio is increased or the receiver mode is switched
from Rake-only to the Prefilter Rake or MMSE equalizer.
In case of good propagation conditions the interference can
be eliminated very well. The criterion exceeds an upper
threshold and the receiver can be switched to a lower over-
sampling ratio or to the Rake-only mode. Fig. 4 displays
the work of the control unit for a VA30 propagation chan-
nel at a SNR of 10 dB: the mode and oversampling ratio is
adjusted adaptively which yields a mean raw BER of 1.6 %
which relates to a BER after turbo decoding of 0.25 % and
an overall system performance with a BLER of 6.7 % for the
high speed channels. A switching of algorithms and param-
eters may be carried out every other slot (1.33 ms) to allow
a fast adaptation to the current propagation conditions.

4.3 Adaptive change of parameters

The MMSE equalizer with the best raw BER perfor-
mance has been selected for further optimization. The ac-
tivity can be minimized by the adaptive control unit by ad-
justing the filter size and defining a threshold which stops
the adaptation in case the sum of error of the coefficients
falls below it. An interesting option on architectural level
is also the implementation of a convergence masking vector
(CMV) [17]. An additional register with one bit for each co-
efficient stores the state of convergence of each value. The
bit is set if the coefficient does not need to be improved fur-
ther. From the next iteration on, no more arithmetic opera-
tions are performed and therefore no more dynamic power
is consumed by the algorithm for this coefficient.

Fig. 5 shows the impact of the strategies and their com-
bination on the performed operations in case of the MMSE
equalizer and an oversampling ratio of 8. Depending on the
propagation conditions (here a VA30 channel) the control
unit reduces the number of multiplications and additions
adaptively by up to 71.9 % each. The settings of the control
structures allow a trade-off between BER performance and
computational complexity. In this case the settings were
chosen to ensure that the raw BER performance is not af-
fected and remains about 1.1 % [18].
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Figure 4. Switching of mode and oversam-
pling ratio by the adaptive control unit de-
termined by output interference ratio and the
effect on performance.
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Figure 5. Reduction of computational com-
plexity achieved by the adaptive control unit
for the MMSE equalizer and its impact on BER
performance.

However, the reduction of complexity for multiplications
and additions does not mean a reduction of power consump-
tion of the same dimension. This is caused by the necessary
complexity and power consumption of the control unit and
the corresponding structures which enable the control of the
data path (i.e. separation into active and inactive parts). The
evaluation of the reduction of power consumption for the
MMSE equalizer with and without control unit has been
investigated also using the tool ORINOCO®. The power
consumptions of the equalizer designs have been estimated
and a reduction of power consumption up to 42 % by addi-
tional control structures for the MMSE equalizer could be
observed.

5 Conclusions

The importance and impact of power optimization on
algorithmic and architectural level has been discussed in
this paper for an HSDPA case study. A selection of al-
gorithms for the application has been compared regarding
raw BER performance, arithmetic complexity and power
consumption. An architecture combining the benefits of
the algorithms has been proposed together with an adaptive
control unit which uses an output interference analyzer to
choose the best algorithm and its setting according to the ac-
tual propagation environment to minimize complexity and
power consumption. The control unit is able to reduce the
arithmetic operations up to approx. 70% and the power
consumption up to approx. 40 % for the MMSE equalizer
while the necessary performance can be maintained to ful-
fill the standard. This shows the potential of the strategy
which can similarly be applied to other algorithms like the
Prefilter Rake equalizer.
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