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ABSTRACT
Recently, there has been a substantial interest in the de-
sign of systems that receive their energy from regenerative
sources such as solar cells. In contrast to approaches that
attempt to minimize the power consumption we are con-
cerned with adapting parameters of the application such
that a maximal utility is obtained while respecting the lim-
ited and time-varying amount of available energy. Instead of
solving the optimization problem on-line which may be pro-
hibitively complex in terms of running time and energy con-
sumption, we propose a parameterized specification and the
computation of a corresponding optimal on-line controller.
The efficiency of the new approach is demonstrated by ex-
perimental results and measurements on a sensor node.

1. INTRODUCTION
The idea of harvesting energy to power electronic devices

is not new, but it has gained a lot of attention recently.
Especially in the domain of wireless sensor networks, tech-
niques to transform environmental energy into usable elec-
trical power have been in the focus of the research commu-
nity. As a matter of fact, the benefits of solar or vibrational
energy harvesters for sensor nodes are striking: One of the
main advantages of sensor networks connected via wireless
technology is their ability to operate in the absence of a
pre-established infrastructure. This independence, however,
severely depends on the autonomy of the single nodes. It has
been shown in several feasibility studies [5, 13], that sensor
nodes scavenging ambient energy may operate perpetually,
without the need of manually replacing or recharging their
batteries.

In contrast to systems with a finite energy reservoir, sys-
tems powered by a regenerative energy source have to adapt
to the stochastic nature of the energy available from the
environment. The goal of such an adaptation is to maxi-
mize the utility of the application. For example, it has been
shown that distributed applications such as clustering [14]
and routing [9] in sensor networks can benefit if the under-
lying algorithms take advantage of spatial variations of the
scavenged energy. By allocating different loads to the nodes
of the network, the overall performance can be optimized.

Concerning the temporal variations of the environmental
source at a single device, in [11] an optimal on-line algo-
rithm to schedule a set of tasks within their deadlines is
constructed. Taking into account available time as well as
processable energy, an optimal task ordering is determined
based on the prediction of the available energy in the future.
In contrast to the work presented in this paper, the average
power consumption is not affected by the approach in [11]
and parameters of the application are not changed.

Early work addressing the long-term performance of a de-
vice has been presented in [7]. Here, the average power con-
sumption of a sensor node is adjusted using different duty
cycles, i.e. by switching the sensor node on and off. But the
method described is not adaptive since a fixed duty cycle is
applied after having learnt the characteristics of the energy
source during a pre-operational phase.

In [12], a computing device may control its performance
level by running different versions of a software application,
each version having a different reward, time as well as energy
demand. The energy source assumed is solar and comprises
two simple states: day and night. The system considered
assumes a minimum of harvested energy during daytime. In
contrast to the work mentioned before, adaptive power man-
agement in [12] reduces to utilize surplus energy after having
harvested it. To this end, several heuristics are presented.

The first work that can be classified as adaptive power
management for energy harvesting systems has been pub-
lished recently in [6, 4]. Here, the problem of tuning the
duty cycle of a solar-driven sensor node has been formulated
as a linear program (LP). This LP has to be solved period-
ically. Within each period, adaptations of the duty cycle
become necessary if the observed energy values vary from
the predicted ones. The system considered is (a) capable of
using the solar energy directly and (b) storing energy in a
storage device with low efficiency. The objective in [6, 4] is
to maximize the utilization of solar energy, i.e. to maximize
the average duty cycle. For this particular problem, the au-
thors propose an algorithm which attempts to decrease the
duty cycle in times when the scavenged energy is low (e.g.
at night) and increase the duty cycle when scavenged energy
is high (e.g. during the day).

In contrast to the latter work, the class of linear programs
presented in this paper is capable of modeling a much larger
variety of application scenarios, constraints and optimiza-
tion objectives. For example, tradeoffs between the use of
local memory and communication can be exploited. Finally,
we are able to handle arbitrary, non-trivial objectives such as
maximizing the minimum duty cycle. In addition, we pro-
pose to compute the optimal solution of a linear program by
a method which exhibits low computational complexity and
is thus well suited for resource constrained systems.

2. CONTRIBUTIONS
This paper contains the following new results:

• We present a specification model that is able to capture
the performance, the parameters and the energy model
of environmentally powered systems.

• As a main contribution, we suggest the use of simple,
but optimal model predictive controllers to adapt pa-
rameters of an application. We are adapting results
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of the well-established framework of multiparametric
programming to the emerging area of energy harvest-
ing systems.

• We propose a practical technique for the efficient im-
plementation of the controller and demonstrate the
practical relevance of our approach by measurements
of the controller running on a real sensor node.

3. SYSTEM CONCEPT
The system model is depicted in Fig. 1. The whole hard-

ware/software system is powered by an energy harvesting
device that delivers in a unit time interval starting at t the
energy ES(t) which loads the energy storage. In the same
time interval, the system uses energy ED(t). At time t, there
is the stored energy EC(t) available.

estimation on-line controller application

system state

energy storageenergy source

Figure 1: Illustration of the system concept.

Besides the application, there are two additional software
tasks running on the target architecture. The estimator pre-
dicts future energy production of the harvesting device based
on measurements of the past. The controller adapts prop-
erties of the application, e.g. task activation rates, based
on the estimation of future available energy, the currently
stored energy and additional information about the system
state, e.g. the amount of available data memory. Parame-
ters of the application are modified by the on-line controller.
During execution, the system state (e.g. the amount of in-
formation stored in local memory and the stored energy) is
changed.

It is the duty of the controller to adjust properties of the
application such that overall objectives are optimized (for
example maximizing the sampling rate of a sensor) while
respecting system constraints (for example using not more
than the available memory). The complexity of the con-
troller design is caused by the fact that (a) the harvested
energy changes in time, (b) the available future energy can
only be estimated and (c) the overall objective is usually a
long term goal, e.g. maximizing the minimal sampling rate
of a sensor in the future. For example, a sensor node pow-
ered by an outdoor solar cell may save energy during the
day in order to have enough energy available at night for
transmitting sensor data. But it may also store the sensor
data at night and send them during the day. As a result,
complex controller strategies may be required.

Note that in contrast to other work in that area, en-
ergy ES(t) is always stored before used. For a direct usage
of ES(t) with high efficieny bypassing the energy storage,
our system concept (in particular the LP in 4.4) can be ex-
tended easily. In [6, 4], an example for such an extension is
provided.

4. BASIC MODELS AND METHODS

4.1 Power Model
The modeling is based on the notion of discrete time

t ∈ Z≥0 where the difference in physical time between two
discrete time instances is denoted as T . Energy related sens-
ing and control may happen only at times t. In a practi-
cal setting, one may have a basic time interval T of a few
minutes or even an hour.

The energy harvesting device is modeled as a power source
which delivers energy ES(t) in the time interval [t, t + 1) of
length T . Therefore, in time interval [t1, t2) with t1, t2 ∈ Z≥0

it delivers energy

ES(t1, t2) =
�

t1≤u<t2

ES(u)

The incoming power can be stored in an energy storage de-
vice, e.g. a rechargeable battery, a super-capacitor or a com-
bination of both. The energy level at time t is denoted as
EC(t).

The available energy can be used to execute tasks on vari-
ous system components. Tasks may be as diverse as sensing,
signal processing, A/D or D/A conversion, computing, or
communicating. A task τi ∈ I from the set of tasks I needs
energy ei for completing a single instance. The correspond-
ing energy is drawn from the energy storage. We suppose
that a task is activated with a time-variant rate si(t), i.e.
during the basic time interval T starting at t, the task is
executed si(t) times. Therefore, a task needs energy

Ei(t1, t2) =
�

t1≤u<t2

ei · si(u)

in time interval [t1, t2) for successful execution. The detailed
application and task model will be described in Section 4.3.

4.2 Estimation
According to the system model described in Section 3, an

important component of the adaptive power management
is the predictor. It receives tuples (t, ES(t)) for all times
t ≥ 1 and delivers N predictions on the energy production of
the energy source. We assume that the prediction intervals
are of equal size denoted as the number L (in units of the
basic time interval T ). Therefore, at time t, the predictor

produces estimations �ES(t + k · L, t + (k + 1) · L) for all

0 ≤ k < N . We write �E(t, k) = �ES(t + k · L, t + (k + 1) · L)
as a shorthand notation, i.e. the estimation of the incoming
energy in the (k + 1)st prediction interval after t.

The prediction algorithm should depend on the type of the
energy source and the system environment. Standard tech-
niques known from automatic control and signal processing
can be applied here. In this paper, we provide a very sim-
ple and obvious technique only which is useful for solar cells
that operate in an outdoor environment. It has been used
for the experimental results presented in Section 5.

The estimation takes into account that the solar power can
be considered to be periodic in D = N ·L, i.e. the length of
a day (again in units of the basic time interval T ), see also
Fig. 2. Therefore, the prediction algorithm collects infor-
mation about the received energy in the current unit time
interval and combines it with previously received informa-
tion whose age is a multiple of days. We are using a simple
exponential decay of old data with factor 0 < α < 1. In



order to obtain predictions for the desired time intervals of
length L we just add the predicted energy values for the cor-
responding intervals of length 1. Finally, this long term pre-
diction could be enhanced using a short term predictor that
directly uses the information of the received power PS(t).
In the experiments, we did not make use of this possibility
for simplicity reasons and used only the described algorithm
with α = 0.5.

0 1 L 2 L D = N L (N+1) L t

day

prediction
interval

Figure 2: Illustration of prediction intervals.

4.3 Rate-Based Application Model
As described in Section 3, parameters of the application

are changed during run-time in order to optimally use the
available energy in the future. In this paper, we restrict
ourselves to a rate-based application model.

The application consists of tasks τi, i ∈ I. A task is in-
stantiated si(t) ≥ 0 times in the interval of length T start-
ing at time t and the execution of each instance needs en-
ergy ei. The activation of tasks can be modeled by a rate
graph whose nodes and edges represent tasks and activa-
tion relations, respectively. In particular, an edge from i to
j denotes that task τi activates task τj . We may also say,
that an edge (i, j) is activated rij times; such an activation is
caused by the activation of task τi and leads to an activation
of task τj .

A scaling factor σij is associated to an edge (i, j) that
represents how often task τj is activated for each activation
of it. The default scaling is σij = 1. If there are several
edges leaving a node, then the sum of their rates equals the
activation rate s of the source node, e.g. s1 = r12 + r13.
This way, we can model a decision in the application, i.e.
the execution of a task may either lead to the activation of
one or another subsequent task. If there are several edges
leaving from the same (graphical) location at some node
then their activation rates are equal. This models the case
that two subsequent tasks are activated with the same rate,
i.e. r12 = r13 if (1, 2) and (1, 3) have their tails at the same
location.

The rate relations that are covered by a rate graph as
defined above can be formulated as a set of linear (in)-
equalities. Free variables Rk(t) in this system are deter-
mined by the controller shown in Fig. 1. In general, we can
formulate the rate equations as

P · R(t) + Q = S(t) (1)

F · R(t) + G ≥ 0 (2)

where S(t) is a vector containing all activation rates si(t),
R contains all controlled parameters Rk(t) and P, Q, F and
G are vectors and matrices of appropriate dimensions.

The next Fig. 3 exemplifies the rate graph and gives an
example for the associated rate equations.

4.4 Linear Program Specification
The first step in constructing the on-line controller is the

formulation of the optimization problem in form of a para-

Figure 3: Illustration of rate graph and rate equa-
tions.

meterized linear program (LP). The corresponding solution
methods will be described in Section 4.5.

One of the essential states of the system is the stored
energy. Using the power model described in Section 4.1 we
obtain the following state equations:

EC(t + k · L) = EC(t) − k · σ+

+

k−1�
j=0

(γ · �E(t, j) − ε · L · E T · S(t + j · L))
(3)

They determine the expected contents of the energy storage
at times t+kL for 1 ≤ k ≤ N . S(t) is a vector containing all
activation rates si(t) and E T is a (row)-vector that contains
all energy requirements ei for all i ∈ I. Therefore, E T ·
S(t) =

�
i∈I ei · si(t).

The factor σ accounts for energy leakage and γ, ε take
into account a reduced energy efficiency. The equation also
supposes that we have available a new estimation of the
received energy only every L time instances and that the
rate of the different tasks si is constant during each of these
time intervals.

In a similar way, we can also model other system states,
for example memory. A task could produce a certain amount
of data that is stored and another removes it, e.g. by means
of communication to another unit. In this case we would
have for 1 ≤ k ≤ N the state equations:

M(t + k · L) = M(t) + L

k−1�
j=0

M T · S(t + j · L) (4)

M(t) denotes the amount of stored data at time t and mi is
the amount of data produced or consumed by a task τi with
rate si in a time interval of length T . M T is a (row)-vector
that contains all data amounts mi for all i ∈ I.

Of course, (3) and (4) provide only examples of possible
system states and their associated changes. Moreover, there
may be additional constraints on the set of feasible states.

One can now easily combine (1)-(4) and obtain a system
of linear equalities and inequalities that contain as free vari-
ables M(t + k · L) (the state of the memory), EC(t + k · L)
(the state of the energy) for 1 ≤ k ≤ N and R(t+k ·L) (the
rate control) for 0 ≤ k < N .

So far, no optimization goal has been formulated and
therefore, any feasible rate control R(t + k · L) could be
a solution. Any linear objective function that makes use of
the free variables given above is possible in this case. One
may also define additional variables in order to model spe-
cific objectives. One possible (very simple) example would
be the objective

maximize λ subject to s1(t + k · L) ≥ λ ∀0 ≤ k < N (5)

which would attempt to maximize the minimal rate with



which the task τ1 is operated in the finite horizon 0 ≤ k < N .

4.5 Controller Generation
Next, we will show how to design an on-line controller

based on a state feedback law which avoids solving a linear
program at each time step. Thereby, we are following the
ideas in [1], where the regulation of discrete-time constrained
linear systems is studied in the context of model predictive
control (MPC).

As a first step, we define a state vector X consisting of the
actual system state, the level of the energy storage as well
as the estimation of the incoming energy over the finite pre-
diction horizon (cp. Fig.1). Resuming the system dynamics
formulated in (1)-(4), the state vector X can be written as

X(t) =
�
EC(t) , M(t) , �E(t, 0) , . . . , �E(t, N − 1)

�T

(6)

Furthermore, let us denote the vector of planned control
inputs to the system, i.e., the vector of future rates R as

U(t) =
�
R T (t) , R T (t + L) , . . . ,R T (t + (N − 1) · L)

�T

.

(7)
The state space of X (in our case R

N+2 bounded by possible

constraints on EC(t), M(t) and �E(t, i)) can now be subdi-
vided into a number NCR of polyhedrons. For each of these
polyhedrons i (also called critical regions) the optimal so-
lution Uopt,i of the control problem can be made available
explicitly as

Uopt,i(t) = BiX(t) + Ci if HiX(t) ≤ Ki, i = 1, . . . , NCR

(8)

where Bi ∈ R
(N+2)×N ,Ci ∈ R

N and HiX(t) ≤ Ki, i =
1 . . . NCR is a polyhedral partition of the state space of X(t).
The computation of the vectors and matrices of control
law (8) is done off-line using, e.g., the algorithm presented
in [3] or other efficient solvers cited in the latter work.

In the on-line case, the controller has to identify to which
region i the current state vector X(t) belongs. After this
simple membership test, the optimal control moves Uopt(t)
for the next N prediction intervals are computed by evalu-
ating a linear function of X. However, only the first entry
of Uopt(t) is actually used to drive the application and we
obtain the optimal rates

Ropt(t) = ( IN , 0, . . . ,0 ) · Uopt(t) (9)

where IN denotes the N × N identity matrix.
In summary, the main idea of the proposed technique is

to treat the linear program (LP) formulated in the last sec-
tion as a multiparametric linear programm (mp-LP) with
parameters X and optimization variables U. The controller
computes the optimal control inputs Uopt(t) as an explicit
function of the current state X(t). The resulting control
profile can be seen as a piecewise affine function of the state
vector X(t).

It should be mentioned that evaluating the solution of a
mp-LP results in the same control vectors Ropt(t) as would
be obtained by iteratively solving the LP. However, the com-
putational demand is greatly reduced compared to solving
a LP on-line. After having solved the mp-LP in advance,
a set of NCR polyhedra with associated control laws has to
be stored and evaluated at each time step t. If the number
of critical regions NCR gets large, the computational effort
still may be large as many tests of the form HiX(t) ≤ Ki

must be performed in order to determine the correct law
Ui(t) = BiX(t)+Ci. Efficient methods to solve this poten-
tial bottleneck are described in Section 6.

5. EXPERIMENTAL RESULTS
In this section, both feasibility and practival relevance of

the proposed approach is demonstrated by means of simula-
tion and measurements. For this purpose, we implemented
the computation of on-line controllers for two exemplary
case studies using the MATLAB toolbox in [8]. We sim-
ulated the behavior of the controlled system and measured
the resulting controller overhead on a sensor node.

Measurements of solar light intensity [ W
m2 ] during 28 con-

secutive days recorded at [10] serve as energy input ES(t).
The time interval between two samples is 10 minutes, so
we set the basic time interval T = 10 min. Of course, one
would have to scale the measured power profile in [10] with
the size, number and efficiency of the actually used solar
panels. However, we expect the influence of this scaling on
our qualitative results to be negligible.

5.1 Adaptation of Sensing Rate
In this example, a sensor node is expected to measure

some physical quantity like e.g. ambient temperature or
mechanical vibrations and has to transmit the sampled data
to a base station. We can model these requirements as a
single sensing task τ1 with rate R1(t), i.e. a task which is
instantiated R1-times in the interval [t, t+T ). For the sake of
simplicity, the sensing task τ1 drains at every instantiation 1
energy unit from the battery. Assume further that we want
the maximum interval between two consecutive reports to
be as small as possible, as in (5). For this setup, we can
formulate the linear program LP in (10). Note that the last
inequality in (10) is used to stabilize the receding horizon
controller.

maximize λ subject to: (10)

s1(t + k · L) ≥ λ ∀0 ≤ k < N

EC(t + k · L) = EC(t) +

+
�k−1

j=0

� �E(t, j) − L · s1(t + j · L)
�
≥ 0 ∀1 ≤ k ≤ N

EC(t + N · L) ≥ EC(t) − 100

In general, the number of partitions NCR of a multipara-
metric solution grows with the size of the state vector X.
Hence, it is of practical concern to keep the number of

prediciton intervals �E(t, i) and therewith the dimension of X
as small as possible. We chose L = 24 and N = 6 and ob-

tain the states X(t) =
�
EC(t), �E(t, 0), . . . , �E(t, 5)

�T

. The

resulting on-line controller consists of NCR = 7 partitions.
Figure 4 shows the simulated sensing rate R1 over a time

period of 10 days for the generated optimizing controller.
We started the simulation with an energy level EC(0) =
1300 and found a nearly constant rate R1 during the whole
simulation period. On the other hand, the stored en-
ergy EC(t) is highly varying, since the controller successfully
compensates the unstable power supply ES(t). As a conse-
quence, the stored energy EC(t) is increasing during the
day and decreasing at night. Even the 8th displayed day
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Figure 4: Adaptation of the sensing rate R1.

with significant less sunshine is not jeopardizing the sens-
ing rate R1. Figure 4 clearly demonstrates that the simple
on-line controller manages to meet the optimization goal.

5.2 Local Memory Optimization
Another simple scenario of practical importance may con-

sist of two tasks running on a sensor node: A first task τ1 is
sampling some physical quantity, i.e., performing an A/D-
conversion and storing the data in some local memory. A
second task τ2 is transmitting stored samples with a rate R2

and thereby frees memory from the storage device. Clearly,
the scaling factor σ12 = R1/R2 represents the ratio with
which the amount of stored data M is increasing (σ12 < 1)
or decreasing (σ12 > 1).

For this application, two reasonable optimization objec-
tives would be (a) to minimize the unobserved intervals be-
tween any two consecutive samples and (b) to minimize the
amount of stored data M . The purpose of the second objec-
tive is twofold: On one hand, sensor nodes are usually small,
inexpensive low power devices with constrained hardware re-
sources such as memory. On the other hand, the objective
may to some extent enforce the freshness of data arriving at
the base station.

maximize (λ − µ) subject to: (11)

s1(t + k · L) ≥ λ ∀0 ≤ k < N

M(t + N) ≤ µ

EC(t + k · L) = EC(t) +
�k−1

j=0
�E(t, j) −

−�k−1
j=0 (L · [0.1 0.9] · S(t + j · L)) ≥ 0 ∀1 ≤ k ≤ N

M(t + k · L) = M(t) +

+L
�k−1

j=0 [1 − 1] · S(t + j · L) ≥ 0 ∀1 ≤ k ≤ N

EC(t + N · L) ≥ EC(t) − 150

In general, radio communication is the main energy con-
sumer on a sensor node. Hence we set the energies e1 = 0.1
and e2 = 0.9. The corresponding linear program LP is given
by (11). To account for the additional system state M(t)
we reduced the number of prediction intervals and set L =
36 and N = 4. The computed control law divides the

state space of X(t) =
�
EC(t), M(t), �E(t, 0), . . . , �E(t, 3)

�T

in NCR = 39 critical regions.
Fig. 5 displays the simulated curves of the state and con-

trol variables during 6 days. The figure at the top represents
a scenario with no use of local memory, i.e. the control
problem in (10) whereas the bottom figure shows a compa-
rable scenario using local memory according to (11). Until
t = 1700, both tasks are adjusted to the same rate R1 = R2

and the memory M(t) is empty. However, after two days
with little harvested energy, the energy level EC(t) on the
sensor node is falling and the controller starts to suspend the
energy-costly communication task τ2 by reducing rate R2.
Consequently, the number of buffered samples M is increas-
ing starting before t = 1800. In the following, the con-
troller achieves to autonomously regulate the tradeoff be-
tween EC(t) and M(t). While a lack of EC(t) would cause
the non-initiation of task τ1, an increasing M(t) directly af-
fects the second optimization objective. After t = 1950, the
controller reduces the amount of occupied local memory by
increasing the rate R2.

6. EFFICIENT IMPLEMENTATION
OF THE CONTROL LAW

In general, the identification of the active region i domi-
nates the linear function evaluation of a control law (8) in
terms of time and energy consumption. In the worst case,
for all NCR regions a matrix multiplication has to be per-
formed in order to identify the active region i at time t.
However, the identification of the active region i can be
simplified due to the following facts: First, the matrices Hi

are sparse which reduces the number of necessary multipli-
cations and additions significantly. Second, usually only a
subset of all NCR is activated in practice and some of the
regions in this subset are activated more frequently than
others.

The second observation can be exploited by starting the
search always with the region with the highest statistical
occurrence, continue with the second highest, . . . , and so on.
To this end, an algorithm should maintain a list of regions i
ordered by their frequencies which is updated every time
step t.

For the memory optimization problem in Section 5.2, we
found that on average ≈ 40% of the entries of a matrix H
are different from zero. Moreover, only 7 of 39 regions were
used during the whole simulation period. Using probabilistic
region testing as described above, the critical term of the
form H · X ≤ K is only evaluated ≈ 1.45 times at time t,
taking the average over all 4032 time steps.

Figure 6 displays the voltage measured at a 10Ω shunt
resistor in series with a BTnode [2]. At first, the current
energy level EC(t) of the battery and the scavenged en-
ergy ES(t) are determined via two A/D-conversions, which
mark the two major peaks in plot 6. Focussing on the over-
head of the proposed controller, we omit predicting the fu-

ture energies �E(t, i). Instead, an average situation is dis-
played where the region with the second highest frequency
is the active one. Subsequently, the optimal control output
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for this region is calculated. It becomes evident, that the
computations leading to the actual control actions take as
long as the two A/D-conversions (≈ 2ms), having at the
same time a significant lower power consumption. Hence,
these measurements demonstrate how the simple, but effi-
cient implementation of the proposed controller is applicable
to sensor nodes, involving only marginal computation over-
head.
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Figure 6: Computation of the optimal rates R1, R2

for the memory optimization problem on a BTnode.

7. CONCLUDING REMARKS
We presented an approach to optimize the performance of

energy harvesting systems subject to temporal variations of
the energy source. For a rate-based application model, we
propose to solve a linear program in a multiparametric fash-
ion and shift most of the associated overhead to an offline
computation. The solution of the mp-LP is optimal with
respect to the energy prediction but involves significantly
lower overhead than solving the respective LP on-line. Mea-
surements of the controller running on a real sensor node
show how the method can be implemented efficiently.
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