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Abstract 
Researchers previously proposed warp processors, a novel 
architecture capable of transparently optimizing an executing 
application by dynamically re-implementing critical kernels 
within the software as custom hardware circuits in an on-chip 
FPGA. However, the original warp processor design was 
primarily performance-driven and did not focus on power 
consumption, which is becoming an increasingly important 
design constraint. Focusing on power consumption, we present 
an alternative low-power warp processor design and 
methodology that can dynamically and transparently reduce 
power consumption of an executing application with no 
degradation in system performance, achieving an average 
reduction in power consumption of 74%. We further 
demonstrate the flexibility of this approach to provide dynamic 
control between high-performance and low-power consumption. 

Keywords 
Warp processing, low-power, hardware/software partitioning, 
dynamically adaptable systems, embedded systems. 

1. Introduction 
Field programmable gate arrays (FPGAs) are increasingly 
becoming more popular and mainstream. FPGAs have moved 
from primarily being used as a prototyping and debugging 
platform to being incorporated within many computing domains, 
from high-performance supercomputers to consumer electronics, 
even including electric guitars. FPGAs can implement any 
hardware circuit simply by downloading bits for the hardware 
circuit, much in the same way that microprocessors can execute 
any software program simply by downloading a new application 
binary. The programmability, flexibility, rapid prototyping, and 
debugging advantages that FPGAs offer over ASICs have 
enabled more designs to be implemented using FPGAs. This 
trend will likely continue as FPGAs become more advanced 
with larger capacities, higher performance, domain specific 
architectural features, and decreasing costs. For many low 
volume designs, the primary advantages of FPGAs are low NRE 
and unit costs. 

With the continuing evolution of FPGAs, several single-chip 
microprocessor/FPGA devices have emerged, incorporating one 
or more microprocessors and an FPGA into a single device 
along with efficient mechanisms for communication between the 
microprocessor, FPGA, and shared memory. Such devices, 
available from Xilinx, Altera, and Atmel, are ideally suited to 
hardware/software partitioning.  

Hardware/software partitioning is the task of partitioning an 
application between software executing on a microprocessor and 
hardware coprocessors, which can be efficiently implemented 
within an FPGA. Extensive research has demonstrated the 
benefits that can be obtained by re-implementing a software 

application’s critical kernels as a custom hardware coprocessor 
on an FPGA. For many applications, researchers and 
commercial vendors have observed overall application speedups 
of 10X-100X [1][5][7][10][19][20], and approaching 1000X 
[2][22] for some highly parallelizable applications. 
Hardware/software partitioning can also reduce energy 
consumption by up to 99% [8][17][23]. While 
hardware/software partitioning offers the potential for 
tremendous speedups, automated partitioning compilers require 
a significant departure from mainstream software tools. 
Furthermore, such partitioning tools often require extensive 
design expertise and effort to maximize results.  

Recently, researchers demonstrated the feasibility of 
dynamic hardware/software partitioning that dynamically and 
transparently improve the speed and energy consumption of a 
software binary executing on a microprocessor, a process called 
warp processing [12]. A warp processor dynamically detects a 
software binary’s critical kernels, re-implements those kernels as 
a custom hardware circuit in an on-chip FPGA, and replaces the 
software kernel by a call to the new hardware implementation of 
that kernel, all without any designer effort or knowledge thereof. 
Not all applications can be improved using warp processing, but 
many can, with application speedups of 2X-10X compared to 
software only execution on a low-power embedded processor. 
The increased performance of the warp processors also provides 
an average reduction in energy consumption of 66%, however, 
the impacts of warp processing on power consumption has not 
been considered.  

While warp processing enables a new computing domain in 
which software kernels can be dynamically and transparently 
converted to hardware, previous warp processing work was 
performance-driven, focusing primarily on increasing 
application performance. Although increased performance is 
desired for almost all systems, the dynamic performance 
improvement of warp processors may be lost for certain 
application domains. For example, real-time systems must 
guarantee that task deadlines are met during execution. 
However, designers must typically be able to guarantee that 
those deadlines are met statically before executing on the final 
system. Dynamically improving the performance of such 
systems may provide some added insurance for meeting 
deadlines in unexpected situations, but such performance gains 
may not significantly benefit the system.  

Alternatively, as power consumption is continuing to 
become a dominant design constraint, we propose to extend 
warp processing by leveraging voltage and frequency scaling to 
develop a low-power warp processor that can dynamically 
reduce power consumption with no performance degradation. In 
this paper, we will first present a high-performance XScale-
based warp processor design and highlight the resulting speedup 
and energy benefits, in addition to analyzing the impacts on 
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power consumption. We next present our low-power warp 
processing approach and detail our methodology for utilizing 
voltage and frequency scaling to reduce power consumption 
without degrading performance. We present our experimental 
results demonstrating the effectiveness of our low-power 
approach, and we conclude by highlighting several future 
research directions for low-power warp processing. 

2. Warp Processing Overview 
Figure 1 provides an overview of the previous warp processor 
architecture [12], consisting of a main processor with instruction 
and data caches, an efficient on-chip profiler, the warp-oriented 
FPGA (W-FPGA), and an on-chip computer-aided design 
module. Initially, a software application executing on a warp 
processor will execute only on the main processor. During 
execution of the application, the on-chip profiler monitors the 
application to determine the critical kernels within the 
application. After identifying the critical kernels, the on-chip 
CAD module re-implements the critical software kernels as a 
custom hardware component within the W-FPGA. Significant 
previous research has been conducted detailing the warp 
processor architecture and on-chip CAD tools [12][13][14][18] 
and are beyond the scope of this paper.  

We initially consider a performance-driven warp processor 
design incorporating a high-performance XScale processor [9] 
executing at a maximum frequency of 624 MHz, a W-FPGA 
executing at 200 MHz, and a low-power ARM7 processor 
executing the on-chip CAD tools. Such a clock frequency ratio 
between microprocessor and FPGA is very reasonable and 
representative of a variety of commercially available devices. 
We simulated the warp processor execution for a number of 
standard embedded benchmark applications collected from 
several different benchmark suites, including Powerstone [15], 
EEMBC [4], MediaBench [11], and NetBench [16], in addition 
to a lean logic minimization algorithm [13]. Table 1 presents a 
summary of the embedded benchmark applications considered. 
We only considered those applications amenable to speedup 
using FPGA, namely applications whose critical kernels do not 
use floating point arithmetic, dynamic memory allocation, 
recursion, function pointers, and regular pointers (other than for 
array accesses). Simulation and estimation details for these 
results can be found in Section 4.  

Figure 2 presents the speedup and energy reduction benefits 
of the performance-driven warp processor for several embedded 
benchmark applications compared to software only execution on 
a 624 MHz XScale processor. The performance-driven warp 

Figure 1: Warp processor architecture overview. 

Figure 2: Speedup, energy consumption reduction, and power 
consumption reduction of performance-driven warp processor 

compared to a 624 MHz XScale processor alone.  
 
 

Table 1: Embedded benchmark applications. 

Benchmark Benchmark 
Suite Description 

brev Powerstone Bit reversal. 
g3fax Powerstone Group three fax decode. 
g721 Powerstone CCITT voice decoding. 

matmul Powerstone Matrix multiplication. 
mpeg2 MediaBench MPEG-2 decoder. 
pktflow EEMBC IP header validation. 
bitmnp EEMBC Bit manipulation. 
canrdr EEMBC Controller area network (CAN). 
tblook EEMBC Table lookup and interpolation. 
ttsprk EEMBC Engine spark controller. 
matrix EEMBC Matrix operations. 

idct EEMBC Inverse discrete cosine transform. 
fir EEMBC Finite impulse response filter. 
url NetBench URL-based switching. 

rocm Warp Logic minimizer. 
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processor achieves an average application speedup of 2.8X over 
the already high-performance XScale processor. Applications 
speedups range from 1.2X for canrdr to 6X for bitmnp, 
indicating that warp processing is quite effective in improving 
embedded system performance, even for high-performance 
systems. In addition, warp processing results in an average 
energy reduction of 73%, with a maximum reduction of 90% for 
brev.  

The energy reduction of warp processing can be attributed to 
the significantly reduced application execution time. While 
reducing energy consumed to perform a given task is important 
for many applications, power consumption is often a more 
important design constraint and can be a limiting factor for 
many embedded systems. However, the significant energy 
reduction achieved by warp processing does not also imply a 
corresponding power reduction. We further analyzed the power 
consumption of the performance-driven warp processor 
compared to the XScale microprocessor alone. Figure 2 presents 
the power reduction benefits of performance-driven warp 
processing for several embedded benchmark applications 
compared to software only execution on a 624 MHz XScale 
processor. Although the on-chip FPGA increases both static and 
dynamic power consumption, the shift from active to idle power 
consumption of the XScale processor nets an overall power 
savings for all applications considered. On average, warp 
processing reduces power consumption by 38%. Many 
applications benefit more from warp processing than others, 
with power reductions ranging from as little as 4.8% for g721 to 
as much as 57% for brev. 

3. Low-Power Warp Processor 
Performance-driven warp processing is ideally suited for 
systems in which performance is the dominant design constraint. 
For systems in which power consumption is the dominant design 
metric, we present an alternative low-power warp processing 
approach capable of dynamically partitioning an application to 
reduce power consumption without any performance 
degradation compared to the original software execution.  

The low-power warp processor architecture is mostly 
identical to the performance-driven architecture, consisting of a 
voltage-scalable XScale processor, a frequency-scalable W-
FPGA, and a low-power ARM7 processor for executing the on-
chip CAD tools. The low-power architecture will take advantage 
of the voltage and frequency scaling capabilities of the XScale 
processor and incorporate dynamic clock management to 
support frequency scaling for the on-chip W-FPGA. While the 
XScale processor supports many voltage and frequency scaling 

options, we limit the possible selections for low-power warp 
processing to a predefined set of voltages and frequencies. Table 
2 presents the operating voltage and frequency combinations 
considered for the XScale processor of our low-power warp 
processor design, taken from the XScale processor datasheet [9]. 
For FPGA frequency scaling, we assume we can dynamically 
adjust the operating frequencies in 5 MHz increments from 
50MHz to the maximum frequency of 200 MHz.   

The low-power warp processor initially operates much in the 
same way as the performance-driven warp processor. Figure 3 
presents an overview of low-power warp processing, 
highlighting the overall low-power methodology and providing 
representative graphs of power consumption and performance 
during each step. The following details our low-power warp 
processor methodology: 

o Software Only Execution: Initially the software 
application will execute on the XScale processor 
operating at the maximum frequency of 624 MHz.  

o Profiling: During the software only execution, the on-
chip profiler will continually profile the application to 
determine the critical kernels of the executing 
application. The current warp processor’s non-intrusive 
profiler design [6] will determine the top 16 critical 
kernels and provide a relative ranking of the critical 
kernels with respect to overall execution time. During 
this period, the power consumption only consists of the 
power consumed by the XScale processor, as the FPGA 
and on-chip CAD module can be entirely shutdown, as 
they are not yet needed.  

o Dynamic Hardware/Software Partitioning: After 
determining the critical kernels within the executing 
application, the on-chip CAD tools will partition up to 
four critical kernels to hardware implemented in the on-

Table 2: XScale operating voltages and frequencies considered 
for low-power warp processor and the corresponding active and 

idle power consumption [9]. 

Voltage  
(V) 

Frequency  
(MHz) 

Active Power 
(mW) 

Idle Power 
(mW) 

0.85 13 44 8.5 
0.90 104 116 64 
1.05 208 279 129 
1.10 312 390 154 
1.35 416 570 186 
1.45 520 747 222 
1.55 624 925 260 

 

Figure 3: Overview and timeline of low-power warp processing and the related dynamic effects on power consumption and performance. 
(Not to Scale)  
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chip FPGA. During this execution, power consumption 
will increase while the on-chip CAD tools execute on the 
low-power ARM7 processor. We note that the CAD 
tools only require a few seconds of execution time to 
partition the critical kernels to hardware and can be 
shutdown after partitioning the critical kernels. 
Furthermore, the power consumed by the ARM7 
processor is less than 3% of the active power 
consumption of the XScale processor and only requires a 
few megabytes of memory during execution. As such, 
the overall power impact of executing the on-chip CAD 
tools is mostly negligible. 

o Hardware/Software Execution: After partitioning the 
critical kernels to hardware, the application will execute 
as software executing on the processor and hardware 
executing on the FPGA. During this initial partitioned 
execution phase, the application performance will 
increase and the power consumption will decrease, as 
demonstrated by performance-driven warp processing.  

o Performance Evaluation and Processor Voltage Scaling: 
The low-power warp processor now monitors and 
evaluates the performance of the partitioned application. 
By measuring the performance compared to the original 
software only performance, the low-power warp 
processor will continue to reduce the voltage and 
frequency of the XScale processor as long as the 
performance does not fall below the original software 
only performance. The voltage and frequency scaling 
performed during this stage significantly reduces the 
overall power consumption at the expense of reduced 
performance. However, due to the coarse granularity of 
the predefined voltage and frequency options available 
for the processor, the resulting application performance 
can still be as much 2X faster than the original software 
only execution. 

o Performance Evaluation and FPGA Frequency Scaling: 
Finally, the warp processor will again monitor and 
evaluate the performance and continually reduce the 
frequency of the FPGA as long as the performance does 
not fall below the original software only performance. 
The frequency scaling of the FPGA will further help to 
reduce the overall power consumption, and the resulting 
performance will closely match the original software 
only execution.  

By re-implementing critical software kernels more 

efficiently as hardware within the on-chip FPGA, the low-power 
warp processor can significantly reduce power consumption 
compared to software only execution of the XScale processor. 
The low-power warp processor currently supports partitioning 
up to four critical kernels within the W-FPGA, after which the 
profiler and on-chip CAD module can be shutdown, thereby 
amortizing the power consumption of profiling and partitioning 
over the entire execution of the application. While the current 
approach does not support continuous profiling and re-
partitioning of critical kernels, future work includes 
investigating this direction. 

4. Results 
We evaluate the performance and power consumption of our 
low-power warp processor for the embedded benchmark 
applications listed in Table 1. For all applications, we simulated 
the performance-driven and low-power warp processors utilizing 
an XScale port of the SimpleScalar simulator [3] to determine 
software execution cycles and gate-level simulations of the W-
FPGA to determine hardware cycles for the partitioned critical 
kernels. All software and hardware execution times include the 
communication cycles required to communicate and synchronize 
between the processor and FPGA.  

We calculated the power consumed before and after 
dynamically partitioning the critical kernels to hardware using 
the following equations: 
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The total power consumption (PTotal) is the sum of the power 
consumed by the processor (PProc) and the power consumed by 
the FPGA (PFPGA). The power consumed by the processor 
consists of the active power consumed executing the software 
applications and the idle power consumed by the processor when 
the FPGA is active. The active power consumption of the 
processor is computed as the processor’s active power 
consumption (PProc(active)) multiplied by the ratio of processor’s 
active time (tProc(active)) to the total execution time (tTotal). The 
idle power consumption of the processor is computed as the 
processor’s idle power consumption (PProc(idle)) multiplied by the 

Figure 4: Speedup and percentage power consumption reduction for low-power warp processor and performance-driven warp 
processor compared to a 624 MHz XScale processor alone.  
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ratio of processor’s idle time (tProc(idle)) to the total execution 
time (tTotal). The active and idle power consumption of the 
XScale processor for the predefined voltage and frequency 
settings is provided in Table 2. The power consumed by the 
FPGA consists of the active power consumed while the FPGA is 
executing the partitioned hardware kernels and the FPGA’s 
static power consumption. The active power consumption of the 
FPGA is computed as the FPGA’s active power consumption 
(PFPGA(active)) multiplied by the ratio of FPGA’s active time 
(tFPGA(active)) to the total execution time (tTotal). While the static 
power consumption of the FPGA is consistent across all 
benchmarks and frequencies, the active power consumption of 
the FPGA is calculated for each partitioned critical kernels and 
operating frequency using gate-level simulations of the W-
FPGA design synthesized using Synopsys Design Compiler 
targeting a 0.18 µm technology. We note that the XScale 
processor is also implemented using a 0.18 µm technology. We 
further note that the functionality of the W-FPGA design has 
also been verified through post-layout simulation targeting a 
0.13 µm technology as part of the Intel Research Shuttle.   

Figure 4 presents the power reduction of our proposed low-
power warp processor and the performance-driven warp 
processor for several embedded benchmark applications 
compared to software only execution on a 624 MHz XScale 
processor. The low-power warp processor provides greatly 
improved power reduction compared to the original 
performance-driven warp processor. The low-power warp 
processor increases power savings from an average of only 38% 
to an average of 74%, almost a 2X improvement in power 
reduction over the original design. The lowest power reduction 
achieved by our low-power warp processor is 54% for the 
application canrdr, which is greater than power reduction of the 
performance-driven warp processor for all but one application. 
On the other extreme, the low-power warp processor achieves it 
highest power reduction for the application brev, reducing power 
consumption by an outstanding 90%.  

The power consumption of the low-power warp processor is 
primarily dominated by the XScale processor. On average, the 
XScale processor consumes 64% of the total low-power warp 
processor’s power consumption after partitioning and voltage 
and frequency scaling. However, the breakdown of power 
consumption between the XScale processor and FPGA varies 
across applications, where the processor accounts for as little as 
18% to as much as 80% of the total power. 

The significant power savings of low-power warp 
processing is attributable to the ability to scale back the voltage 
and frequency of the XScale processor. The level at which the 
low-power warp processor can scale back the voltage and 
frequency is directly dependent on the specific application and 
how effectively the dynamic partitioning can re-implement the 
application’s critical kernels within the on-chip FPGA. For the 
majority of the application considered, the voltage and 
frequency of the XScale processor could be scaled back to either 
0.9V/104MHz or 1.05V/208MHz. For one application, brev, the 
voltage and frequency was scaled back to lowest possible option 
of 0.85V/13MHz. 

Figure 4 also highlights the speedup of our proposed low-
power warp processor compared to software only execution on a 
624 MHz XScale processor. As the low-power warp processor 
scales back the performance benefits after partitioning the 
critical kernels to the FPGA, we do not expect to see any 

significant speedups. However, we also must ensure that the 
low-power warp processor approach does not degrade system 
performance. As expected, our proposed low-power warp 
processor achieves an average speedup of only 1.01X, ranging 
from 1.00X to 1.04X. These results also confirm that overall 
system performance is not adversely affected for any 
application.  

Therefore, by reducing power consumption and leaving 
performance almost unchanged, the significant power savings of 
low-power warp processing directly results in a similar 
reduction in energy consumption of 74%, on average.  

Finally, we analyzed the performance and power tradeoffs 
that are possible with the low-power warp processor design. By 
enabling low-power operation, a warp processor provides many 
possible performance and power consumption configurations. 
Figure 5 presents the tradeoff between application speedup and 
power reduction for the mpeg2 application, showing only those 
points that result in either improved performance or reduced 
power consumption. Performance and power reduction range 
from a speedup of 1X and an 83% reduction in power 
consumption to a speedup of 3.6X and power reduction of only 
33%. With this flexibility, the low-power warp processor can be 
utilized in high-performance embedded systems, low-power 
embedded systems, and even systems in the middle that may 
sporadically require high-performance but where overall low-
power consumption is essential. While warp processing is 
currently targeted at embedded applications, the flexibility of 
low-power warp processing is perfectly suited to battery-
powered computing devices, such as PDAs and laptop 
computers. For example, when such portable devices are 
plugged into an electrical outlet, the device can utilize 
performance-driven warp processing to maximize performance. 
Alternatively, when running on battery power, low-power warp 
processing can be utilized to reduce power consumption to 
extend battery.  

5. Conclusions 
Low-power warp processing leverages the dynamic partitioning 
benefits of warp processors and the power saving benefits of 
voltage and frequency scaling to create a high-performance 
embedded architecture capable of dynamically reducing power 
consumption without degrading performance. By focusing on 
reducing power consumption, our proposed low-power design 
can increase the power reduction by almost 2X compared to the 

Figure 5: Low-power warp processing speedup versus 
percentage power reduction for mpeg2 compared to a 624 MHz 
XScale processor alone. Annotation indicates points at which 
changing operating voltage/frequency results in either lower 

power consumption or higher performance. 
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original performance-driven warp processor, achieving an 
average power reduction of 74%. Furthermore, the low-power 
warp processor design provides great system flexibility, 
allowing system performance and power consumption to be 
dynamically modified during execution to meet changing system 
needs. Such flexibility can provide the equivalence of a 2.5 GHz 
operating frequency or an 83% reduction in power consumption. 
The tremendous performance and/or power saving benefits of 
warp processing open a door to a new computing domain of 
transparent, dynamically adaptable systems capable of meeting 
ever increasing performance and power design metric without 
design expertise or knowledge. 

6. Future Work 
While both performance-driven and low-power warp processors 
offer many advantages, warp processing is still in its infancy. 
Much research is needed to extend and improve warp 
processing, potentially to boarder application domains including 
desktops and servers. We are currently pursing further research 
in area of warp processors, specifically focusing on low-power 
and real-time systems. While the current low-power warp 
processor provides substantial power reductions, the partitioning 
algorithms employed during warp processing are still 
performance-oriented. We plan to investigate the potential for 
further improving power reduction by developing partitioning 
algorithms specifically focused on reducing power consumption. 
We also plan to investigate the potential of utilizing low-power 
modes supported by voltage scalable processors to further 
reduce power consumption as well. Such low-power modes offer 
tremendous power saving, even over the idle power 
consumption, but often incur a significant performance penalty 
entering and exiting such power modes. We also plan to evaluate 
utilizing a low-power FPGA, which provides significantly 
reduced active and static power consumption at the cost of 
reduced performance [21], within the low-power warp 
processor.  
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