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Abstract

This paper describes a digital signal processor based on
a multi-context, dynamically reconfigurable datapath, suit-
able for inclusion as an IP-block in complex SoC design
projects. The IP was realized in CMOS 090 nm technol-
ogy. The most relevant features offered by the proposed
architecture with respect to state of the art are zero over-
head for switching between successive configurations, rel-
evant area and energy computational density on compu-
tational kernels (average of 2 GOPS/mm2, 0.2GOPS/mW)
and relatively small area occupation (18 mm2), making it
suitable for acceleration or upgrade of multi-core heteroge-
neous embedded platforms. The processor is delivered with
a software tool chain providing the application developer
algorithmic analysis and design space exploration based on
ANSI C, with no utilization of hardware-related constructs
or description languages.

1. Introduction

The large scale diffusion of embedded systems raises
very demanding requirements in terms of computing perfor-
mance, cost effective development, smart power budgeting
and functional flexibility. In particular, multimedia process-
ing and high speed telecommunications impose real time,
power and quality constraints that require intensive com-
putation capabilities . At the same time, continuous algo-
rithmic innovation in the same fields impose the need for
flexibility, intended as the capability of a given processing
engine to adapt to new computation patterns after fabrica-
tion. In spite of the boost offered by sheer technology de-
velopment, standard programmable architectures can hardly
meet the harsh requirements described above. The conven-
tional solution of gaining the desired performance through
Application Specific Integrated Circuits (ASIC) lacks flex-
ibility, and is severely affected by the huge increase of de-
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sign and verification costs, and the concurrent shortening of
time-to-market. Application Specific and mask-level pro-
grammable processors ( [1, 2]) provide an elegant solution,
but only valid for that segment of the digital processing mar-
ket whose volumes can afford the ever increasing cost of
providing a new set of mask for each upgrade of the target
application field.

Reconfigurable computing, broadly intended as the capa-
bility to couple software based programmability with some
degree of dynamic hardware programmability has long been
considered ( [3,4]), a feasible alternative to tackle the above
described requirements. Commercial Field Programmable
Gate Arrays may implement an entire SoC [5], but this
comes at the cost of large silicon area utilization and rele-
vant power consumption, and the flexibility offered by their
fine grain represent a penalty for peak computation on data-
intensive kernels, especially for applications where it can
not be compensated by massive parallelism. Most commer-
cial SOC projects target to leading edge application can not
afford to migrate all functionalities to reconfigurable hard-
ware, both for legacy and performance reasons. Hence, a
very appealing approach to computation intensive applica-
tions for the near future can be the definition of multi-core
heterogeneous platforms, where different flavours of em-
bedded RAs are coupled with standard programmable ar-
chitectures (DSP, ASIPs, mask-programmable processors)
and small ASIC parts in order to provide the ideal balanc-
ing between performance, flexibility and legacy constraints.
In this context, there is probably no ideal RA for embedded
systems; rather, complex SoC may complete their computa-
tional resources portfolio including one or more RAs whose
size, granularity and nature suits most the target application
environment, while retaining a sufficient degree of flexibil-
ity to meet in the medium term evolution ad development of
that environment. Investing more and more each successive
generation on the reconfigurable domain, Systems-on-Chip
may thus complete a slow but steady migration from appli-
cation specific circuits to domain oriented platforms. This
trend is demonstrated by the recent emergence of a broad
offer of embedded RAs for SOC. The offer ranges from em-
bedded FPGAs ( [6, 7]) to medium/coarse grain fabrics and
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datapaths ( [8–10]) to reconfigurable processors ( [11]).
This paper present an embedded digital signal processor

based on run-time reconfigurable technology. The proces-
sor, -named DREAM- exploits a medium grained, multi-
context, run time configurable datapath to build custom
pipelined function units for data intensive processing. The
processor is targeted in particular at SOCs for multimedia
and wireless telecommunication applications. It is com-
pleted by a full software toolchain providing the applica-
tion developer with algorithmic analysis and design space
exploration in an ANSI C environment, through cycle ac-
curate simulation and profiling. In the following, section 2
will describe the design constraints and the application envi-
ronment for what this work was conceived and performed.
section 3 will describe the processor architecture and dis-
cuss most design choices. Section 4 will describe briefly
the software toolchain and section 5 will highlight the most
significant technical features of the proposed IP.

2. Overview

This work was performed in the context of the Morpheus
EU integrated project. This project aims at realizing an het-
erogeneous reconfigurable System-on-chip platform, where
RAs of different size and nature are grouped together in a
processor-based system, providing homogeneous interface
to the user. An high bandwidth, state of the art intercon-
nect strategy between the SOC master processor, IO re-
sources and the RAs, as well as a software oriented design
flow provide the user with an modular, application oriented
approach to the exploitation of heterogeneous data inten-
sive computational engines. DREAM was designed in or-
der to serve as one of the above described engines. The
main specification imposed by this context is essentially to
provide an homogeneous, user friendly approach to intrin-
sically different RAs on single silicon die, which is also a
very convenient approach for reutilization of the proposed

DSP as IP in SOC design. For this reason, DREAM is
structured as a microprocessor, although it makes use of re-
configurable technology to provide data intensive computa-
tion. Program control and communication with the rest of
the chip is handled by an embedded Risc core, that guaran-
tees maximum flexibility and ease of use. The flow of data
to be processed is exchanged with the main system inter-
connect resource through communication buffers, accessed
independently and concurrently by the host system and the
local data path 1. Moreover, DREAM features a local pro-
grammable PLL circuit, allowing to trade dynamically en-
ergy consumption with computation speed depending on the
required data processing bandwidth, without any impact on
the working frequency of the rest of the chip.

2.1. Computation pattern

Computation on the reconfigurable datapath is based on
macro-instructions structured in data flow fashion: assem-
bly level operators describing a given macro-instruction are
organized in a Data Flow Graph (DFG), described by a sim-
plified ANSI C syntax. After an automated ILP (Instruction
Level Parallelism) extraction, each DFG is mapped on re-
configurable hardware as a custom pipelined unit with fixed
clock frequency but variable latency and issue delay. Work-
ing frequency is thus fixed for a given application, while
it can be changed between different successive applications
to explore the trade off between processing bandwidth and
energy consumption. An hardwired pipeline control logic
is used preserve data dependencies described by the DFG,
implemented as a Petri net ( [13]): issue N of the each op-
eration is triggered (fired) on a given node when all preced-
ing nodes have completed N, and when all successive nodes
have sampled results of N-1. Each issue of configuration
and/or computation for a given macro instruction must be
explicitly triggered by the user. Both data and configuration
bits for the IP block are transferred at system level by the
on-chip interconnect controlled by the main processor. In
order to avoid long computation stalls in the host system,
zero overhead due to reconfiguration is one of the main de-
sign specifications for DREAM.

2.2. Data access mechanism

The limitation of standard processor architectures re-
sides in their sequential approach to computation. Recon-
figurable architectures hold the potential to overcome such
limit as they allow to dynamically adapt hardware resources
to the degree (data width) and nature (SIMD -single instruc-
tion multiple data- and MIMD -multiple instruction and
multiple data-) of parallelism available to the application.
At the same time, coarse-grained RAs provide the compu-
tational density to exploit such parallelism at top perfor-
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mance. In order to make efficient use of hardware recon-
figurability, it is necessary to provide a data communication
mechanism capable to support the newly available compu-
tation bandwidth. In the specific context of this paper, it
is possible to assume that the IP under discussion will act
as a node in a more complex SOC, featuring local com-
munication buffers that would be read/written by the host
system through its global interconnect architecture. The IP
need to provide capabilities to address local buffers with
the necessary parallelism to feed the reconfigurable data-
path, while maintaining a flexibility comparable to that of
standard processors. This is even more important if we con-
sider that the chosen datapath features scarce storage sup-
port, compensated by zero-overhead switch between mul-
tiple contexts and a relatively small size, making it conve-
nient for many application to iterate several times differ-
ent operations on a set of data, reading and writing from
data buffers, rather than computing with a purely streaming
pattern. It is not possible to assume that the IO buffers of
DREAM will contain ordered data. On the other hand em-
bedded applications, and especially those that benefit most
from mapping on RAs, typically feature kernels based on
regular and fixed addressing patterns. A convenient way to
retrieve data at high parallelism, commonly used in state of
the art highly parallel DSPs is to utilize programmable vec-
torized and modulo addressing generation FSMs. This is
achieved in DREAM making use of programmable Address
Generators (AG), that are appropriately set at the beginning
of each computation kernel, and will produce a new local
address at each clock or, more precisely, at each request
from the datapath, depending on the issue delay of the re-
quired computation.

3. Proposed Architecture

The DREAM digital signal processor is composed by
three main entities: Control Unit, Data Path, and Memory
Access Unit. Data transfers between DREAM and the host

system are realized through exchange buffers, that also act
as local repositories for data (DEBs, data exchange buffers)
and program code/configuration (CEBs,Configuration ex-
change buffers) (Fig 1).

3.1. Control Unit

The DREAM control unit fetches instructions, handles
program flow, and provides appropriate control signals to
the other blocks. Rather than utilizing a specific FSM, con-
trol tasks are mapped over a 32-bit risc processor. Control
signals are generated by specific memory write (store) oper-
ations on an internal bus: the address specifies the operation
code, while data specify operation parameters. Table 3.1 de-
scribes the possible operations that can be triggered by the
core on the reconfigurable datapath. The processor is quite
small, being composed of 20K gates of logic plus a spe-
cific memory cut acting as embedded 32-slot register file.
It features arithmetical-logical operations, 32-bit shifts and
a small embedded multiplier. Synchronization and commu-
nication between the IP and the host system main proces-
sor is ensured by asynchronous interrupts on the local core,
and a cross-domain control register file. Processor code and
data, as well as the embedded datapath configuration bit-
stream are considered as part of the DREAM program code,
and are loaded by the host system on the Configuration Ex-
change Buffers (CEBs), implemented on dual port, dual
clock memories. Memory sizes are configurable at HDL
compilation time, and in the implementation here described
are composed by 4K+4K bytes of processor code and data
memory, plus 36Kbytes of datapath configuration memory.
Input data and computation results are exchanged through
a coarse-grained handshake mechanism on DEBs (also de-
fined ping-pong buffering). The choice of utilizing a small
processor allows the user to exploit a sophisticated program
control flow mechanism, writing commands in ANSI-C and
utilizing a reliable compiler to optimize code and schedule
task efficiently. The processor function units can also act as
computation engines in some cases, concurrently to the re-
configurable datapath. Computation kernels are re-written
as a library of macro-instructions, and mapped on the re-
configurable engine as concurrent, pipelined function units.
Computation is handled by the Risc core in a fashion similar
to the Molen paradigm described in [15]: the core explicitly
triggers the configuration of a given macro-instruction over
a specific region of the datapath, and when the loading of
the configuration is complete it may run any desired issue
of the same functionality in a pipelined pattern. Up to 4
macro-instructions can be loaded on each of the 4 available
contexts. Contexts can not be computed concurrently but
context switch requires only one cycle. A sophisticated stall
and control mechanism ensures that only correctly config-
ured operations can be computed on the array, and manages
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DREAM Application Program Interface (API)
Set Configuration(macro instruction identifier)
Unset Configuration(macro instruction identifier)
Execute(macro instruction identifier,num iterations)
Read/Write Datapath Registers(row)
Reset Pipeline()
Wait for Pipeline Empty()
Set Interconnect Matrix channel(buffer,datapath port)
Program AG (buffer,base,step,stride,count,mask,rw)

Table 1.

context switches.

3.2. Reconfigurable Datapath

The Dream datapath is composed by an array of RLCs
(Reconfigurable Logic Cells). Each cell may compute 2 4-
bit inputs and provide a 4-bit result. Rlc structure is de-
scribed in fig 2: it is composed of a 64 bit LUT, a 4-bit Alu,
a 4-bit multiplier slice and a Galois Field multiplier over
GF(24). A carry chain logic is provided row-wide allow-
ing fast 8-,16- and 32-bit arithmetics. The ideal balancing
between the need for high parallelism and the severe con-
straints in size and energy consumption suggested a size of
16x24 RLCs, and an IO bandwidth of 384 inputs (12 32-
bit words) inputs and 128 outputs (4 32-bit words). This
choice was mainly driven by the targeted application envi-
ronment. The routing architecture features a 2-bit granular-
ity, and is organized at 3 levels of hierarchy: global vertical
lines carry only datapath input and outputs, while horizon-
tal global lines may transfer temporary signals (i.e. imple-
menting shifts without logic occupation). Local segmented
lines (3 RLC per segment) handle local routing, while direct
local connections are available between neighbouring cells
belonging to the same column. The gate-array is coupled to
an embedded programmable control unit, that provides syn-
chronous computation enable signals to each row, or set of
rows of the array, in order to provide a pipelined data-flow
according to data dependencies in the source DFG. Due to
its medium-grain and multi-context structure the DREAM
datapath provides a good trade-off between gate density
(3Kgates/mm2 per each context) and flexibility. Its heavily
pipelined nature allows a very significant resource utiliza-
tion ratio (more than 50% of available resources are utilized
per clock on average) with respect to devices such as em-
bedded FPGAs that need to map on reconfigurable fabrics
the control logic of the algorithm. The full configuration
of each context of the array is composed by 2Kb, that can
be loaded in 300 cycles, but each operation can be loaded
and erased from the datapath separately. To achieve this
goal, the reconfigurable unit is organized in 4 contexts; one
context can be programmed while a second one is comput-
ing. An on-board configuration cache (36Kb in the current

Reconfigurable datapath main features
Size: 16x24 RLCs, 12 32-bit inputs, 4 32-bit outputs
Frequency: 200MHZ WCCOM (125C,.9V), 250MHZ TYP (25C,1V)
Area: RLC Array 9.3, Control Unit 0.9, Total 10.2 mm2

Consumption: 15mW Leakage, 25 µW/MHZ per active row
Granularity: 4 Bits, 4 configuration contexts
Gate Density: 2.8 Kgates/mm2 per context
Average Activity: 50% (12 active Rows per clk)
Data Storage: 1536 register bits, 24576 LUT bits per context
Bitstream size: 2Kbytes per context
Reconfiguration time: 300 cycles per context (1.5us@200MHZ)
Reconfiguration energy: 48 nJ per context

Table 2.

implementation) and an high bandwidth configuration bus
(288 bit per clock) are used in order to hide the reconfigu-
ration process of one context in the time consumed by com-
putation on different contexts.

3.3. Data Storage and Memory access architecture

In order to allow DREAM to function at the ideal fre-
quency, regardless limitations imposed by the host system,
dual clock embedded memory cuts were chosen as physi-
cal support for DEBs and CEBs. This caused a 5% over-
head in timing, 40% in area and 20% in power consump-
tion. This price is justified by the absence of multiplexing
logic that would be required by the use of single port memo-
ries. This choice also offers a very straightforward physical
implementation of the overall system, without need for ex-
plicit synchronization mechanisms such as those described
in [16] that would require additional std cell area and care-
ful asynchronous timing evaluation in the back-end process.
DEBs are composed by 16 dual port banks of 4Kbytes each.
They are accessed as a single 32-bit memory device from
the system side, but they can provide concurrent 16x32 bit
bandwidth to/from the datapath. On the reconfigurable dat-
apath side, an address generator (AG) is connected to each
bank. Address Generation parameters are set by specific
control instructions, and addresses are then incremented au-
tomatically at each cycle for all the duration of the kernel.
AGs provide standard STEP and STRIDE [17] capabilities
to achieve non-continuous vectorized addressing. A spe-
cific MASK functionality also allows power-of-2 modulo
addressing in order to realize variable size circular buffers
with programmable start point. Due to their small granu-
larity, DREAM macro-instructions often exchange informa-
tion between successive issues, in form of temporary results
or control information. For this reason a specific 16-slot
multi-ported register file (12 inputs, 4 outputs) was included
as local data repository. As macro instructions feature vari-
able latency, a specific hardware register locking logic was
added to preserve access consistency, generating stalls to
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Block Area Dynamic Leakage
Data Memory(1) (DEBs 64Kb): 2.04 mm2 212 µW/MHZ 2.2 mW
Program and Configuration Memory(1) (CEBs 44Kb): 1.4 mm2 negligible 1.5 mW
Reconfigurable Datapath(1): 10.2 mm2 300 µW/MHZ 15 mW
Others (PLL, Rfile, glue..)(1): 0.4 mm2 negligible negligible
32-bit Risc processor(1): 20Kgates/0.4 mm2 30 µW/MHZ 0.4 mW
16 slot Datapath Register File 10Kgates/0.2 mm2 15 µW/MHZ 0.2 mW
Datapath control(1) (Stalls and Configuration): 50Kgates/0.8 mm2 50 µW/MHZ 0.6 mW
AG and Deb Buffer Control(2): 30Kgates/0.5 mm2 35 µW/MHZ 0.45 mW
DREAM 18 mm2 630 µW/MHZ 20 mW
(1) Measured from Silicon prototype (2) Evaluated from gate level estimations

Table 3. DREAM Silicon Area occupation and average energy consumption

preserve the correct program flow.

4. Software Tools

Programming of the DREAM architecture is performed
at two levels: macro-instructions to be mapped on the datap-
ath are described in single-assignment ANSI-C syntax, and
translated to configuration bitstreams by a specific mapping
tool [14]. Bitstreams for each macro-instruction are mapped
into libraries that are then included in the application code
for the embedded Risc core. The application code itself,
including references to configuration and computation of
macro-instructions is compiled with a retargeted version of
the GNU-Gcc compiler. It is possible to simulate/debug the
application,and the extension instruction, with a customized
release of the GNU-gdb debugger that allows step-by-step
evaluation of both C source code and macro-instructions in-
ternal description. A Cycle-accurate performance evalua-
tion and code profiling engine is also available, based on
SystemC and LISA technology, that can be used as stand
alone model or as a library for inclusion in the host SOC
systemC simulation environment. All design space explo-
ration is thus performed by the user in a software environ-
ment, and performance boosts typical of hardware oriented
implementations can be obtained requiring no specific hard-
ware expertise. We believe this to be a very relevant advan-
tage of the introduced architecture.

5 Results and Measurements

The proposed architecture was implemented in
CMOS090 nm technology. Most architectural fea-
tures were silicon proven on preliminary test-chips while
a complete prototype of the entire DREAM processor
is currently under implementation. Technical Results
are described in table 3.2. Top frequency in Worst-Case
commercial conditions (125C,0.9V) is 200MHZ, while the
device can deliver up to 250MHZ in typical conditions
(25C,1V). The reconfigurable datapath was designed with
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a mixed custom/semi-custom design flow, while the control
and memory addressing sections were designed in HDL
and mapped on standard cells libraries. Processor efficiency
was measured on a set of computational kernels, oriented
toward multimedia and communication applications. In
particular, we selected four highly-parallel kernels from
the open-source H.264 coding standard [18], an OFDM
Constellation Encoder or Mapper [19] (implemented at
three levels of unfolding), and well-known symmetric-key
cipher AES with 128 key size [20], whose implementa-
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Kernel GOPS GOPS/mm2 GOPS/mW
Add4x4idct 32.54 1.8 0.15
Sub4x4dct 48.23 2.7 0.22
Sad4x4 59.28 3.3 0.33
Satd4x4 44.06 2.45 0.22
Ofdm-Mapper1 4.1 0.23 0.04
Ofdm-Mapper4 16.1 0.9 0.10
Ofdm-Mapper8 31.5 1.8 0.15
AES-128 4.9 0.28 0.03

Table 4. Kernel peak performance

tion is throughly described in [21]. Performances were
evaluated at 200MHZ, and are parametrized with respect
to the interleaving factor, intended as the number of data
blocks concurrently elaborated. In fact, most multimedia
and communication kernels feature thread-level parallelism
(i.e. image processing transforms show no correlation
across macro-blocks), and interleaving of the elaboration
of more than one block allows deeper level of pipelining in
computation. The interleaving factor applicable depends
also on the available DEB memory budget. All the bench-
marks reach a saturation point, where further computation
unfolding is made impossible by lack of storage capacity
on local memory.

Figure 5 describes performance figures, in terms of pro-
cessed bits per second. Figure 3 describe the boost in term
of computation cycles with respect to a standard embed-
ded Risc core. Figure 4 report the throughput normalized
with respect to power consumption. Table 5 describes per-
formance for the selected kernels. Considering an ARM-
926EJ-S processor in the same technology node, according
to the vendor Data-Sheets, we would have up to 0.5 GOPS,
0.32 GOPS/mm2, and 3.5 to 7.1 MOPS/mW. Neglecting
overheads due to synchronization, it would thus be neces-
sary to provide up to 60 ordinary processors (thus much
higher energy and silicon area) to match the performance
delivered by DREAM on computation intensive kernels.

6. Conclusions

This paper describes a DSP processor suitable for in-
clusion as hard IP in state-of-art Systems-on-chip oriented
at data-intensive processing. The device, named DREAM,
makes use of a medium-grained reconfigurable datapath to
process up to 20/40 Gbit/sec on multimedia and telecommu-
nication kernels. Its most relevant features are its small size
(18 mm2) with respect to other state-of-art RAs, very low
time and energy penalty for computation (1.5 us/48 nJ per
context), zero configuration overhead and a relevant compu-
tation density both both in terms of silicon area and power
consumption.
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