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Abstract

This paper proposes a yield optimization method for
standard-cells under timing constraints. Yield-aware logic
synthesis and physical optimization require yield-enhanced
standard cells and the proposed method automatically cre-
ates yield-enhanced cell layouts by de-compacting the orig-
inal cell layout. However, the careless modification of
the original layout may degrade its performances severely.
Therefore, the proposed method de-compacts the original
layout under given timing constraints using a Linear Pro-
gramming (LP). We develop a new accurate linear delay
model which approximates the difference from the origi-
nal delay and use this model to formulate the timing con-
straints in the LP. Experimental results show that the pro-
posed method can pick up the yield variants of a cell layout
from the trade off curve of cell delay versus critical area
and is used to create the yield-enhanced cell library which
is essential to realize yield-aware VLSI design flows.

1. Introduction

The recent improvement of VLSI process technologies
enables us to integrate a large number of transistors on
one chip, and significantly improves the circuit perfor-
mance. On the other hand, VLSI design becomes more
and more complex and some new problems, such as De-
sign For Manufacturability (DFM), have arisen. Due to
the very high costs associated with the manufacturability
of deep sub-micron integrated circuits, even a small yield
improvement can be extremely significant. Recently, a lot
of papers related to VLSI yield improvement have been
published[1, 2]. Most of them are a proactive methodol-
ogy, which is not a post process. In [1], logic synthesis
for manufacturability is proposed. This methodology intro-
duces the manufacturability cost into logic synthesis and re-
places the traditional area-driven technology mapping with
a new manufacturability-driven one. It realizes larger re-
duction of the manufacturability cost when yield-optimized
cells are available in the cell library. A new design flow pro-
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Figure 1. Overview of the proposed timing-
driven cell layout de-compaction method.

posed in [2] integrates manufacturability information into
the timing-driven synthesis and place & route cost function.
Yield-aware logic synthesis, place & route, and timing op-
timization are executed incrementally in this design flow.
This flow uses a DFM extension library, which has variants
of the basic logic functions with different manufacturability
costs. They demonstrated the advantages of this methodol-
ogy by applying it to several commercial ICs.

As stated above, a yield-enhanced standard cell library
is essential to these yield-aware VLSI design methodolo-
gies. Yield-enhanced standard cell libraries were, how-
ever, designed mainly by hand and there is no fully au-
tomated standard cell yield optimization method proposed
for this purpose. This paper proposes an automatic yield-
optimization technique for standard cells. Several pa-
pers have proposed the de-compaction method for yield-
optimization[3, 4]. However, these methods consider only
yield and area as costs, and the circuit performances are
not considered. The careless modification of the original
layout may degrade its performances severely and the cre-
ated layout is not always acceptable for the target perfor-
mances. Therefore, we propose a timing-driven cell layout
de-compaction technique for yield optimization. The pro-
posed method relaxes the width of a given cell layout un-
der given timing constraints to optimize the yield. Since
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Figure 2. The conceptual layouts of 2-input
NAND created by the conventional and the
timing-driven de-compaction methods.

there is normally a high quality, hand-crafted original cell
library, it is straightforward to optimize the yield by relax-
ing the width of the original layout with low computational
effort, rather than creating it from scratch. Moreover, the
de-compacted layout preserves the integrity and the pre-
dictability of the original layout because they also preserves
the relative geometry as the original layouts. The proposed
method optimizes the yield by minimizing the Critical Area
(CA). CA is defined as the area in which the center of a spot
defect must fall to cause a fault and its reduction plays an
important role for yield enhancement. The overview of the
proposed method is illustrated in Figure 1. This method cre-
ates a yield-optimized cell layout under given various tim-
ing constraints and can pick up the yield variants of a cell
layout from the cell delay versus CA trade off curve. These
cells are prepared as a yield-enhanced cell library and used
for the yield-aware logic synthesis and physical optimiza-
tion. The proposed method de-compacts the original cell
layout using a Linear Programming (LP). The minimization
cost of the LP is the total CA. We develop a new accurate
linear delay model to formulate the timing constraints in
the LP. This model approximates the delay difference from
the original delay induced by the differences of the para-
sitic capacitances after de-compaction. Figure 2 shows the
conceptual illustration of the cell layouts created by the con-
ventional de-compaction method and the proposed timing-
driven de-compaction method. The conventional timing-
unaware method increases the width and space in the origi-
nal layout for CA minimization, whereas the timing-driven
one does not increase the width and space of the nets which
have an effect on the target delay during CA minimization
to meet the given timing constraint. Therefore, the proposed
method creates the yield and performance variants of a cell
layout depending on the given timing constraint.

2. Design Rule Constraints

The target of the proposed de-compaction method is
standard cells and their height are fixed. Therefore, we
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Figure 3. Schematic diagram of a short type
critical area.

(a) Vertical Critical Areas

(b) Horizontal Critical Areas

Relaxed width/space > D

Increase length

Figure 4. Variation of (a) vertical and (b)
horizontal critical areas after horizontal de-
compaction.

explain the de-compaction of only horizontal direction in
this paper. Design rule constraints are formulated from a
constraint graph constructed from a given layout, i.e., a set
of polygons. Each constraint exists between the vertical
edges of polygons. Each vertex of the graph corresponds
to each edge of polygons and each edge of the graph has a
weight value which corresponds to either the value of the
minimum space or width. Once a constraint graph is con-
structed, it is straightforward to formulate the linear con-
straints. Of course, not only spacing and width design rules,
but also other miscellaneous rules are formulated to create
a de-compacted layout without design rule violation.

3. Critical Area Minimization

In this section, we will explain how to minimize the to-
tal CA. Figure 3 illustrates the schematic diagram of short
type CA between two parallel wire segments whose width
are w and spaced by s with the defect size D. In this pa-
per, we assume that the shape of the spot defect is square
for simplicity of the CA calculation. If the center of the
defect falls inside the CA, these two wires are connected
and cause a fault. Open type CA is also defined for each
single wire segment in the same manner. The total CA is
calculated if the coordinates of all edges are known. In our
formulation, all these coordinates are given as variables and
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Figure 5. Change of the vertical critical area
by the width or space.

the total CA should be minimized. Figure 4 shows varia-
tion of vertical and horizontal CA of both short and open
type after horizontal de-compaction. The vertical CA are
reduced by relaxing the width/space of polygons and finally
become 0 when the width/space becomes the same value as
the defect size D, whereas the horizontal CA are possibly
increased since the lengths of horizontal wire segments are
increased by horizontal de-compaction. The horizontal CA
is easy to formulate as a linear function because it increases
in proportion to the length. On the other hand, the calcula-
tion of the vertical CA is not so easy because it changes as
shown in Figure 5. The area should be 0 if the width/space
is larger than the defect size D. To realize this function, we
use temporary variables r and l. These variables are defined
as follows:

r ≥ x1 + x2

2
, r ≥ x1 +

D
2

(1)

l ≤ x1 + x2

2
, l ≤ x2 − D

2
(2)

where x1 and x2 are the right and left edge of the polygons,
respectively, as shown in Figure 6, and D is the defect size.
Assume A is the vertical CA between these polygons, A can
be written as A ∝ (r − l). To minimize the CA A, r should
be minimized and l should be maximized. Under this con-
dition, r and l are described as follows.
{

r = x1 + D/2, l = x2 − D/2 (x2 − x1 ≤ D)
r = l = (x1 + x2)/2 (x2 − x1 > D) (3)

Figure 6 also illustrates these conditions. We can formulate
the cost function as a sum of CAs, each of which is shown
in Figure 5 using these variables.

4. Delay Model

We need a linear delay model to formulate the timing
constraint as an LP. The well-known linear timing approx-
imation is Elmore delay model. Figure 7 (a) illustrates a
simple example of 2-input NAND. When the input signal A
rises from logic level 0 to 1, then the output signal Y falls
to logic level 0. In this situation, this transistor network is
replaced by an RC network shown in Figure 7 (b) which
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Figure 6. Calculation of the vertical critical
area.
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Figure 7. An example of 2-input NAND and its
RC network for calculating Elmore delay.

consists of ON resistors R1 and R2 of the transistors M1 and
M2, respectively, and parasitic capacitors C1 and C2. Using
Elmore delay model, we can calculate the fall delay of the
output signal Y as follows.

DelayA→Y = (R1 + R2) ×C1 + R2 ×C2 (4)

However, this model is not accurate enough to model
the transistors of the recent deep sub-micron technologies.
Therefore, we develop a new delay model which only cal-
culates the delay difference induced by the difference of
parasitic elements after de-compaction. Since the proposed
method de-compacts a given original layout, we can extract
the original parasitic elements and simulate the original de-
lay values from this layout by Synopsys HSPICE. Once the
original delay value is simulated, a delay difference by par-
asitic capacitances is approximated by a linear function as
shown in Figure 8. This figure shows the graphs of fall
delay of an N type transistor versus output capacitance.
The schematic of the simulated circuit is shown in Figure
8 (a). Figure 8 (b) shows the delay variation by changing
the width of the transistor and (c) shows the delay variation
by changing the value of gate input slew. In both cases, the
delay value is almost proportional to the capacitance, and
the slope values are different from each other. Therefore,
these slope values are calculated in advance and stored as
a table of transistor width and input slew for P and N type
transistors, respectively.
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Figure 8. Preliminary results of delay variation by changing the transistor width and the input slew.

Using these slope values, the procedure of delay increase
calculation is written as follows.

1. Convert a given transistor network into an RC network
and formulate the Elmore delay function in the same
manner as shown in Figure 7.

2. Replace the values of ON resistors by the slope values
that are determined by the values of the width and the
input slew of each transistor.

3. Replace the values of parasitic capacitors by the differ-
ence of each parasitic capacitor after de-compaction.

For example of Figure 7, the fall delay increase ∆DelayA→Y
is described as a linear function of parasitic capacitance dif-
ferences as follows,

∆DelayA→Y = (k1 + k2) × ∆C1 + k2 × ∆C2 (5)

where k1 and k2 are the slope values of the transistors M1
and M2, respectively, and ∆C1 and ∆C2 are the differences
of the parasitic capacitors C1 and C2 after de-compaction,
respectively. Using this model, we can describe the timing
constraints by a linear inequation as

Delayinitial
A→Y + ∆DelayA→Y ≤ Delaytarget

A→Y (6)

where Delayinitial
A→Y and Delaytarget

A→Y are the original and the tar-
get cell delay, respectively.

The difference of the parasitic capacitances also has to
be linearly modeled by the coordinates of polygons in the
original layout. The diffusion capacitance is calculated by
a linear function of the area and the perimeter of the diffu-
sion region. The parasitic capacitance of wires to ground
or between overlapped layers is also calculated by a linear
function of the area of the overlapped regions. For intra-
layer cross coupling capacitances, it is easy to extract the
capacitances between horizontal parallel wire segments be-
cause the de-compaction of the horizontal direction only in-
creases the length of the parallel wires and this type of ca-
pacitance is mainly proportional to the length of the parallel
wires. However, the coupling capacitances between verti-
cal parallel wire segments are not so easy to calculate be-
cause the distance between these two wires are increased by

the horizontal de-compaction and the capacitance value is
not proportional but inversely proportional to the distance.
Therefore, we approximate the value of this type of capac-
itance by linear function which is proportional to the dis-
tance with negative slope value. In the proposed method,
the distance of these two wire segments increases to at most
the same value of the defect size. In the following section,
experimental results show that this approximation is accu-
rate enough to calculate the timing constraints within this
range. A capacitor between two signals is approximated by
two capacitors from each signal to ground. Both of them
have the same capacitance as the original capacitor. At this
stage, we can describe the timing constraints as linear func-
tions of the coordinates of the polygons in the layout and
can formulate them into the LP problem.

This model describes the delay value of single-stage
transistor networks. We are developing an extension of this
model to approximate the output slew and this enables us
to apply the proposed method to multi-stage transistor net-
works.

5. Overall Flow

Figure 9 shows the overall flow diagram of the proposed
method. The input to the proposed method is the original
cell information and design constraints. The original cell
information includes the original cell layout for polygon in-
formation and the netlist of the cell for transistor connection
information. Design constraints include the target cell delay
for each timing arc1 and the maximum cell width. The max-
imum width constraint was not explained in the previous
sections, but it can be formulated as a part of the design rule
constraints. Using this information, the linear constraints
generator formulates the constraints explained in the previ-
ous sections and then the LP solver searches for the solution
of the generated LP problem and creates the de-compacted
layout from the solution.

1A timing arc is defined as a signal flow from an input to an output on
a cell, e.g., A rise→ Y fall.



Table 1. The benchmark circuits used in this experiment.
Circuit Explanation #trans. Delayorig [psec] Areaorig [µm2] CAorig [µm2]

NAND3 1 3-input NAND 6 33.05 3.70 0.97
NAND3 2 3-input NAND (buffered) 12 34.56 6.53 1.97
NAND4 3 4-input NAND (buffered) 36 53.11 22.15 10.97
NOR4 1 4-input NOR 8 73.65 4.76 1.30
NOR4 2 4-input NOR (buffered) 28 65.95 17.41 8.47

ON2222 3 Series-parallel circuit for 56 64.83 28.75 9.92
(A0 ∨ A1) ∧ (B0 ∨ B1) ∧ (C0 ∨C1) ∧ (D0 ∨ D1)

Original layout Maximum delay 
for each arc

Maximum widthOriginal netlist

Original Cell Info. Design Constraints

Linear Constraints Generator

Linear Programming Solver

De-Compacted Layout

Critical Area
Minimization

Design Rule
Constraints

Timing
Constraints

Figure 9. The overall flow diagram of the pro-
posed method.

6. Experimental Results

The proposed timing-driven de-compaction method was
implemented to show its effectiveness. In this experiment,
we used ILOG CPLEX 9.1 for an LP solver and 6 single-
stage cells from a standard-cell library of 90 nm technology
were used as benchmarks. Table 1 summarizes the charac-
teristics of these cells. This table shows the circuit name,
the explanation of each circuit, the number of transistors,
the original cell delay value, the original cell area, and the
original critical area. Delayorig column shows the original
delay of a timing arc. The delay value of these arcs were
constrained in this experiment. To calculate the original cell
delay, a netlist with parasitic capacitances is extracted using
Mentor Graphics Calibre xL and simulated using Synopsys
HSPICE. The tables of the delay slope value(Figure 8) for
P and N type transistors are also calculated using HSPICE
in advance. In this experiment, we did not connect an ad-
ditional capacitor to the output net to clarify the effect of
intra-cell parasitic elements. The defect size used in this ex-
periment is 1.5 times larger than the minimum width/space
of the first metal layer and the CAs are calculated only for
the first metal layers.

Table 2 shows the results of the proposed timing-driven
de-compaction method. This table shows the target and the
actual delay value, the cell area, and the CA of the generated
cell layouts. “No constraint” in the column of Target Delay
means that no timing constraints were set in this case. Be-
cause the vertical CA decreases but the horizontal CA pos-
sibly increases by horizontal de-compaction, there must be
an optimal value of the total CA. The value of CA in the no
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Figure 10. Accuracy of the proposed delay
model in the case of NOR4 1.

constraint case is the minimum CA value for each cell. The
runtime to create the de-compacted layout is about 0.1 sec-
ond even for the largest example of ON2222 3 which con-
sists of 56 transistors. The runtime for creating the tables of
slope values and the first HSPICE simulation for each cell is
excluded because they are conducted just once in advance.
The delay values of the generated layouts are also simulated
by HSPICE using a netlist extracted by Calibre xL. The er-
rors of the target and actual delay values are less than 1 %
for most cases and the average error is 0.63 %. Figure 10
plots the target and the simulated delay values in the case
of NOR4 1 when the input signal to the P type transistor
connected to VDD falls from logic level 1 to 0. The sim-
ulated delay values show good accordance with the target
delay values. These results show that the developed delay
model is accurate enough for the proposed de-compaction
method.

After de-compaction, the cell areas increase about 10
to 50 % and the CAs decrease about 10 to 50 % depend-
ing on the cells and the constraints. The average values of
the cell area increase and the CA reduction without timing
constraints are about 26 % and 24 %, respectively. As the
timing constraint becomes tight, the cell area increase and
CA reduction become small. In the cases of NAND3 1,
NAND3 2, and NOR4 1, the proposed method creates the
cells with smaller delay than the no constraint case while
their area and CA is equal to that of the no constraint case.
Figure 11 shows the trade-off curves of target delay versus
CA and cell area versus CA in the case of NOR4 1. The
conventional simple de-compaction method can not create
these various yield-optimized cell layouts. On the other
hand, the proposed method can pick up the yield and perfor-
mance variants of a cell layout from these curves and these
cells are prepared as a yield-enhanced library which is es-
sential to realize yield-aware VLSI design flows.



Table 2. Results of the proposed timing-driven de-compaction method. The runtime of de-compaction
for each cell is less than 0.1 second for all cases.

Circuit Target Delay [psec] Actual Delay [psec] error [%] Area [µm2] increase [%] CA [µm2] reduction [%]
35 34.98 0.06 5.70 54.05 0.47 51.55

NAND3 1 37 36.77 0.63 5.70 54.05 0.47 51.55
No constraint 37.92 — 5.70 54.05 0.47 51.55

35 34.95 0.14 8.11 24.20 1.56 20.81
NAND3 2 36 35.76 0.67 8.49 30.02 1.47 25.38

No constraint 36.54 — 8.49 30.02 1.47 25.38
54 53.81 0.35 23.87 7.77 10.29 6.20

NAND4 3 55 54.72 0.51 24.81 12.01 10.10 7.93
No constraint 55.83 — 25.58 15.49 10.00 8.84

76 75.59 0.54 5.71 19.96 0.92 29.23
NOR4 1 80 79.62 0.48 6.02 26.47 0.85 34.61

No constraint 81.33 — 6.02 26.47 0.85 34.61
67 67.47 -0.70 19.33 11.03 7.59 10.39

NOR4 2 70 68.87 1.64 20.25 16.31 7.30 13.81
No constraint 70.06 — 20.76 19.24 7.27 14.17

66 65.63 0.56 31.20 8.52 9.11 8.17
ON2222 3 67 66.18 1.25 31.29 8.83 8.94 9.88

No constraint 67.65 — 31.68 10.19 8.86 10.69
average — — 0.63 — 25.91* — 24.20*

∗ : the average of the no constraint cases
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Figure 11. Trade off curves of delay versus CA and cell area versus CA in the case of NOR4 1.

7. Conclusions

This paper proposed a yield optimization method for
standard-cells by CA minimization under timing con-
straints. The proposed method de-compacts the original
layout under given timing constraints using the LP. We de-
veloped a new linear delay model which approximates the
difference from the original cell delay and used this model
to formulate the timing constraints as the LP. Experimental
results showed that the developed delay model is accurate
enough to constrain the delay during de-compaction. The
maximum CA reduction was about 25 % on average of 6
cells. The proposed method can pick up the yield and per-
formance variants of a cell layout from the cell delay ver-
sus CA trade off curve and can provide a yield-enhanced
library. The proposed method is the essential technique to
realize the yield-aware VLSI design methodologies.

As ongoing works, we are developing an extension of
the timing model to apply the proposed method to multi-
stage transistor networks and taking other manufacturability
metrics, such as layout regularity[5], into consideration.
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