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Abstract 

As technology scales, increasing clock rates, decreasing 
interconnect pitch, and the introduction of low-k dielectrics have 
made self-heating of the global interconnects an important issue in 
VLSI design. In this paper, we study the self-heating of  on-chip 
buses and show that the thermal impact due to self-heating of  on-
chip buses increases as technology scales, thus motivating the 
need of finding solutions to mitigate this effect. Based on the 
theoretical analysis, we propose an irredundant bus encoding 
scheme for on-chip buses to tackle the thermal issue. Simulation 
results show that our encoding scheme is very efficient to reduce 
the on-chip bus temperature rise over substrate temperature, with 
much less overhead compared to other low power encoding 
schemes. 

1. Introduction 
     On-chip bus power consumption has become an important part 
of the overall system power consumption. For example, a recent 
research on the power breakdown of a commercial chip 
ARM946ES has demonstrated that the on-chip bus power 
consumption is comparable to other primary sources of power 
consumption, such as embedded processor and caches [1]. Power 
dissipation directly transfers into heat dissipation and causes 
interconnect temperature to rise. Interconnect thermal effect is 
further exacerbated as technology scales, because of increasing 
clock rates, decreasing interconnect pitch, and the introduction of 
low-k  dielectric materials (which have low thermal conductivity 
[2]). It has been shown that the interconnect temperature can be as 
high as 90 C°  [14].  

    High temperature has a dramatic negative impact on 
interconnect performance and reliability [2][3]. For example, 
interconnect (Elmore) delay increases approximately 5% for every 
10oC temperature increase, and Electromigration (EM) is 
significantly accelerated at high temperature, reducing the 
interconnect reliability [2]. Therefore, it is very important to 
minimize the interconnect temperature. 

Bus encoding techniques [9-12] have been proposed to reduce 
the power consumption. However, in general, many low-power 
encoding techniques have insufficient impact on chip temperature 
because they do not directly address the spatial and temporal 
behavior of the operating temperature.   

  In this paper, we first characterize the thermal impact of the 
on-chip buses based on the bus energy and thermal models, and 
then propose an irredundant bus encoding scheme to spread the 
switching activity among all bus lines, which can efficiently 
reduce the transient peak temperature of on-chip buses. The 
spreading encoding is very efficient and can be combined with 

existing low power encoding techniques to further reduce the bus 
temperature.  

     The rest of this paper is organized as follows: Section 2 reviews 
related work; section 3 describes the power and thermal model of 
on-chip buses; section 4 describes the thermal impact of system 
bus when technology scales; section 5 shows theoretical analysis 
to mitigate the thermal impact and gives details of our bus 
encoding scheme to minimize bus temperature and experimental 
results are presented in section 6; section 7 concludes the paper. 

2. Related work   
   Many techniques have been proposed to reduce the power 
consumption of buses. The spatial locality and temporal locality of 
the address buses have been exploited to reduce power 
consumption by reducing the switching activities on the bus. For 
example, The Bus-Invert Code [11] toggles the polarity of the 
signals according to the Hamming distance (the number of 
differing bits) between two consecutive address values by using an 
additional line on the bus. The T0 code [10] exploits the property 
that the address lines are typically in incremental mode. T0CAC 
[12] is an irredundant bus encoding method that combines an 
adaptive codebook with an extension of T0 code [10], eliminating 
the redundant bit. However, these techniques to reduce address bus 
toggling cannot be applied to the instruction bus, since bits 
transferred on an instruction bus are highly irregular. Recently 
Petrov and Orailoglu [9] proposed a low power encoding 
framework for embedded processor instruction buses, using 
efficient instruction transformation to minimize the bit transitions 
on the instruction bus lines. 
      Although thermal effects in global interconnect including P/G 
network and clock networks have been extensively studied [3], the 
on-chip bus has not gained enough attention. Chiang et al. [4] first 
proposed the analytical models to characterize the thermal effects 
due to Joule heating in high performance Cu/Low-k interconnects. 
Based on this thermal  model, Sundaresan et.al [7] developed a 
thermal model for on-chip buses. A bus energy model was 
proposed by Sotiriadis [6], which take into account the inter-wire 
coupling effects.  

3. Energy and thermal model for on-chip bus 
     In this section, we first present the energy model and thermal 
model, which are improved over previous work [4][5][6][7] and 
used in our research to evaluate the effectiveness of our encoding 
scheme. 

3.1 Energy model for on-chip bus 
    Sotiriadis [6] proposed an elaborate bus energy model for deep 
submicron technology. The energy drawn from power supply 
consists of two parts: 1) the energy stored in the capacitances in 
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the repeater and bus, 2) the energy transformed into heat. The 
energy transformed into heat drawn from power supply by the ith 
driver during a transition, 0heatE , is given by [6]  

                              cheat EEE ∆−=0                                  (1) 

where, E  is the total energy drawn from the power supply  
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and cE∆  is the difference of energy stored on the capacitances 
after and before switching: 
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f
iV  is the final voltage of wire i after switching, i

iV  is the initial 

voltage of wire i before switching, fV and iV are the voltage 
vectors of all the wires after switching and before switching, and 

ie represents a vector, which has one at the ith position and zeros 
at the other positions. In equation (2).  Ct is a matrix of the 
capacitances: 
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where iic ,  is the total capacitance between wire i and ground, and 

it includes the capacitance of the driver and the receiver; jic ,  is the 
coupling capacitance between two wires i and j.  

     The energy model presented above only considers the heat 
( 0heatE ) generated when the bus line is charged. However, 
interconnect joule heating causes temperature to rise because of 
current flow through the metal, and happens regardless of the 
direction of the current flow. Therefore, our bus energy model 
takes into account the heat generated while the bus line is 
discharged. The energy transformed to heat during bus line 
discharging can be defined as 1heatE :  
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the energy stored in capacitance before and after the transition. 
Therefore, the total energy dissipated as heat on the driver and bus 
line can be estimated as the summation of 1heatE  and 0heatE . 

    To estimate the interconnect temperature, it is necessary to 
identify the heat dissipation on the bus line. In practice, long 
interconnects, such as system buses, are divided into small 
segments; repeaters (inverters) are inserted in order to minimize 
the propagation delay. The optimal length of interconnects at 
which to insert the repeaters and the optimal size of repeater are 
given by [15]. 
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where 0r , 0c and pc are the effective resistance, input capacitance, 
and output capacitance of the minimum sized inverter respectively, 
and r and c are interconnect resistance and capacitance per unit 
length.  
    As the total energy transformed into heat is determined, we 
calculate the self-heating power in interconnects. The average 
power transformed into heat is given as  
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where avgI  is the average current flow through the interconnects, 

repeaterR  is the effective resistance of the repeater, Rwire is the 

wire resistance, heatP is the power dissipated as heat,  and T is the 
period of bus transition from 1 to 0 and from 0 to 1.   
     
      Having the opts and optl , the power dissipated as heat on 

interconnects ( wireavgRI 2 )  can be calculated as 
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, based on equation (7).  

3.2 Thermal model for on-chip bus 
    Chiang et al. [4] first proposed a fast electro-thermal simulation 
methodology to characterize the thermal effects due to Joule 
heating in high performance interconnects. The parallel thermal 
coupling between wires and the temperature distribution along 
interconnects (due to via effects) have been modeled in [4]. Two 
assumptions have been made in that model. First, the four 
sidewalls and top surface of the chip, containing the interconnect 
area, are assumed to be thermally isolated. The only heat 
dissipation path is through the underlying layers, which is a valid 
assumption [2]. Second, the variation of thermal conductivity 
along interconnects is ignored. Having these assumptions and the 
thermal-electrical analogy, a distributed thermal circuit model can 
be developed. The equivalent thermal RC network of 32 bit bus 
wires [7] are shown as Fig.1. 
  

 
(a) 

 
(b) 

Fig. 1. (a) Geometry used for calculating Rspread and Rrect 
(space between any two wires is shared for heat dissipation 
[4]). (b) Equivalent thermal RC network for 32 bit bus [7]. 

In the thermal RC network, temperature difference between two 
nodes corresponds to a voltage difference and the heat transfer rate 
corresponds to current. Similar to Kirchoff's current law, at every 



node, the sum of all heat flowing into a node must equal zero. So, 
we have the differential equations without the via effect terms [7]: 
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where iT  is the temperature of wire i, iP  is the instantaneous 
power dissipated as heat in the wire i , and 0T  is the substrate 
temperature. iC  is thermal capacitance per unit length. iR  is the 
thermal resistance per unit length of wire along the heat transfer 
path downward.  For iR , the heat transfers downward as well as 
spreads laterally [4]. Hence, we have rectspreadi RRR +=  
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where ildK is thermal conductivity of the dialects, spreadR  

and rectR is the thermal resistances per unit length of the total cross 
sectional area through which heat conduction takes place laterally 
and vertically as shown in Fig. 1(a). The lateral thermal 
resistance, erRint , is used to account for the parallel thermal 
coupling effect between the wires [4].   
    According to Chiang’s model, heat can flow through the vias 
within the range of thermal characteristic length [4]; while the via 
effect is diminished beyond thermal characteristic length. From the 
previous section, the optimal length optl of repeater is determined 
(we estimate the optimal length of repeater for 32nm technology 
nodes using scaling), and the distance between the vias is at least 
10 times larger than thermal characteristic length for each 
technology generation in this study.  As we are investigating the 
peak temperature along wire due to the joule heating, 
consequently, the via effect has no impact on the temperature of 
the center of the wire.  
 

4. Thermal impact of system bus with 
technology scaling 
   To capture the actual effect of the technology scaling on 
interconnects, we perform thermal analysis based on the real data, 
not maximum current density as done in [4][17][18]. Using a worst 
case current density for thermal analysis may lead to excessive 
conservation in thermal aware design. For example, the thermal 
coupling effects heavily depend on the behavior of the program. 
   Technology parameters in ITRS 2004 edition are used in our 
analysis and shown in Table 1. The values of thermal conductivity 
of low-k materials are taken from [17]. The interconnect 
capacitances are estimated using Berkeley prediction model [16]. 
Detailed instruction address bus traces are collected for two 
SPEC2000 benchmark programs using Simplescalar [8]. For each 
benchmark program, 100 million instruction addresses were 
generated. The energy consumption of each 10k cycles of each 
individual line is estimated using the energy model in section 3.  

The temperature rise on each wire is estimated by solving the 
equivalent thermal RC network presented in Section 3.2. Note that 
the assumption that we made is the substrate temperature is C°70 . 

    Table 1. Technology and device parameters for various 
technology nodes based on the ITRS 2004 edition. 

Technology nodes  
Parameter 

90nm 65nm 45nm 32nm 

Wire width (nm) 205 145 102.5 70 

Space (nm) 205 145 102.5 70 

Height of wire (nm) 430.5 319 235.75 168 

Height of ILD (nm) 389.5 290 215.25 154 

Effective dielectric 
constant 3.3 2.7 2.3 2.3 

Kild(W/m K) 0.19 0.12 0.07 0.07 

Clock (MHz) 4171 9285 15079 22980 

Supply voltage(V) 1.2 1.1 1 0.9 

     
  Fig. 2 shows the thermal impact increases with the technology 
scaling.  

Peak Temperature Increases over Substrate with 
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Fig. 2. Thermal impact increases with the technology scaling 
(peak temperature increase in wires as compared to substrate 
temperature). 

5. Thermal optimization using bus encoding 
    In this section, we first present a theoretical analysis, which 
shows that the peak temperature is minimized when the switching 
activities spread evenly among all bus lines, given that the total 
switching activities are fixed.  Based on the analysis, we present a 
simple thermal spreading encoding scheme and its implementation. 

5.1 Theoretical analysis of bus thermal 
optimization  
    A straightforward approach to solve the problem is to reduce the 
overall switching activities of the system bus. In this sub-section, 
we approach this problem by finding the optimal power 
consumption distribution among the on-chip bus to achieve lowest 
peak temperature over the system bus. 

    In general, a system bus may consist of several segments of 
parallel lines. A simple case of one segment of parallel lines with 2 
repeaters at its ends is examined here and the results can be scaled 
for the entire bus. 

Problem formulation:  Given that the total power consumption 
across the system bus, totalP , is only a function of time t, 
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distribution of the power consumption among the bus wires, which 
causes least peak temperature rise over the bus. 

The following lemma helps to identify this optimal distribution. 

Lemma: When the power consumption on each bus wire, 
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   totalT  is a function of totalP  and time t, and is fixed at any 
instance given that totalP  is only a function of time t.  

We first prove that the peak temperature across the bus is at 

least 
Buswidth

Ttotal at any instance.  

We prove this statement using proof by contradiction.   Assuming 

the peak temperature of bus is less than
Buswidth

Ttotal , then, we have 

iT  for each bus lines is less than 
Buswidth

Ttotal . So the summation of 

the temperature value of all the bus lines: 
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which is a contradiction.  Thus the minimum value of peak 

temperature over the bus is not less than 
Buswidth

Ttotal at any 

instance. In other words, if the peak temperature is equal 

to
Buswidth

Ttotal , then the peak temperature is the minimum. 

    We then prove that only when the temperature of each bus 

line iT  equals to 
Buswidth

Ttotal , the minimum peak temperature 

on the bus lines can be obtained.  
    We prove this statement using proof by contradiction. Assuming 
that the lowest peak temperature can be obtained even when there 

is a bus lines i such that iT  is not equal to 
Buswidth

Ttotal . Since the 

lowest peak temperature is
Buswidth

Ttotal , so iT  should be less than 

Buswidth
Ttotal . Then, j

Buswidth

j

T∑
=1

is less than totalT , which is a 

contradiction.  

   Substituting 
Buswidth

T
T total

i =  into equations (8), (9) and (10), we 

get all the
Buswidth

PP total
i = . Thus balancing the power consumption 

on the bus lines minimizes the peak temperature across all bus 
lines. 
     The conclusion from the above analysis is that, given fixed total 
switching activities on a bus, the peak temperature will be 
minimized when the switching activities spread evenly among all 
bus lines. 

5.2 Thermal spreading encoding method  
    Based on the analysis in subsection 5.1, we propose an efficient 
thermal spreading encoding scheme to reduce the peak 
temperature on bus. The encoding scheme has the following 
advantages over previous low power encoding techniques: low 
area overhead, low power overhead, and low complexity.  
    Spreading coding distributes the switching activities across all 
bus lines by using a very simple and effective method with little 
overhead.  The basic concept is to migrate the switching activities 
among all bus lines, by rotating the bus line position at a certain 
period. The implementation of the spreading encoding is very 
simple, which consists of a shift register and an NxN crossbar 
logic (N is the bus width). For example, the encoder for a 32-bit 
bus is shown in the Fig. 3. The decoder is just a reverse version of 
the encoder. To estimate overhead, we designed and implemented 
the encoder in the TSMC 90nm process technology.  The design is 
4151 um2 and the power consumption is only 85.69 uW.  To 
compare against low power bus encoding schemes, we also 
implemented one of the most effective low power encoding 
schemes T0CAC, the encoder for T0CAC has a much larger area 
(9243 um2) and power consumption (41.10 mW). In terms of 
performance, our spreading decoder is about 3 times faster than the 
T0CAC encoder that operates at 1.4 GHz. 
    The more frequently rotation is performed, the more evenly 
switching activities are distributed. However, the power overhead 
of the bus encoder and decoder would also increase with the 
increase in rotation frequency. Thus a trade-off has to be made. 
Our experimental results have shown that rotating the bus every 
100 clock cycles evenly distributes the switching activities across 
the bus with far less overhead compared to existing low power bus 
encoding techniques, which require the encoder and decoder 
operate at the same frequency of the system bus.  
    Since the spreading encoding doesn’t change the total switching 
activities on the bus (it only migrates the activities among bus 
lines), it can be combined with other low power bus encoding 
techniques to have further temperature reduction:  First reduce the 
total switching activities via low power encoding and then 
distribute the activities among all the bus lines via spreading 
encoding. Fig. 4 shows one example of the complete block 
diagram of the proposed address bus encoder. First block is the 
simple low power bus encoder with little overhead (for example, 
T0 or Bus-invert code), which purely aims to reduce the switching 



activities on the address lines. The second block is used to 
distribute these switching activities evenly among the system bus 
lines.  

 
           Fig. 3. Block diagram of spreading encoder. 

 
Fig. 4. Block diagram of the proposed address bus encoder. 

6. Experimental results 
    To evaluate the effectiveness of the proposed encoding methods,  
we collected instruction address bus traces as well as instruction 
bus traces using the Simplescalar [8] simulator for eight SPEC 
2000 benchmarks.  Each trace consists of 100 million instructions.  
We demonstrate our results on both instruction address bus and 
instruction bus. 

6.1 Instruction address bus 
    First we show the normalized switching activities of all the bus 
lines before and after the encoding for benchmark mesa in Fig. 5 
(the switching activities are normalized to the maximum switching 
activities among all the address buses).  It shows that, before 
encoding, the instruction address bus switches mainly on the least 
significant bits (bit 4 switches most, because the instruction length 
is 64 bit and therefore instruction address increases by 8 bytes). 
After spreading encoding, the switching activities are effectively 
distributed across the address bus lines.  
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  Fig. 6 shows the average power consumption on the bus lines. It 
shows that, because the switching activities are spread among the 
bus lines, after encoding the total power consumption is quite 
evenly distributed among all bus lines except the boundary lines.  

Although the two boundary bus lines, line 1 and line 32, have  
approximately the same switching activities as the middle ones, 
their coupling effects is much less than that of middle buses and it 
results in less power dissipation on the boundary bus lines.   
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     The effectiveness of our encoding in reducing the temperature 
is demonstrated in Table 2 and Fig. 7.  
 Table 2. Peak temperature (C) on instruction address bus for 
gzip benchmark. 

Technology 
nodes 

Before 
encoding 

After 
encoding 

Reduction 

32nm 80.7 72.2 8.5 
45nm 78.3 71.8 6.5 
65nm 73.6 70.8 2.8 
90nm 72.2 70.4 1.8 

   From Table 2, it can be observed that spread coding technique 
will be quite effective in future technology nodes, when the 
temperature rise due to self-heating becomes more pronounced 
because of higher current density, worse coupling effects, and 
lower k materials. Consequently, at 45 nm and 32nm technology 
node, the average peak temperature is reduced about 6 degrees and 
8 degrees respectively using our technique and even for current 
90nm technology node, the temperature decrease is 1.8 (which is 
not small considering that the interconnect temperature is only 2.2 
degrees higher than the substrate temperature of 70 degrees in the 
unencoded case). 
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Fig. 7. Peak temperature reduction for low power bus and 
spreading encoding methods for 32nm technology. 
  As shown in Fig. 7, temperature reduction of our spreading 
coding technique is comparable with that of T0CAC, which is a 
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very effective low power encoding scheme but has much more 
overhead than spreading coding. Since our spreading encoding 
scheme doesn’t change the total power consumption, combining 
with less efficient and simpler low power encoding scheme, such 
as T0 coding, it can further reduce the peak temperature.  Fig. 7 
gives our results of the T0-spreading coding scheme.   

6.2 Instruction bus 
    As shown in Fig. 5, instruction address bus has regular 
switching patterns, which was taken advantage by the T0CAC 
encoding scheme. In this section, we demonstrate that our 
spreading scheme works for buses that have irregular switching 
patterns as well, such as the instruction bus itself.  
    Fig. 8 shows the normalized average switching activities on the 
instruction bus for benchmark mesa before and after the spreading 
encoding. 
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 Fig. 8. Switching activities on instruction bus before and after 
spreading encoding (normalized to the peak value of switching 
activities). 
Fig. 9 compares our encoding scheme and the low power bus 
encoding scheme Bus-Inversion [11]. We can see that the low 
power encoding scheme achieves very little temperature reduction 
while our spreading scheme is still very effective. Although bus 
inverting saves the overall bus power, it might increase the peak 
temperature due to the thermal coupling effects. (Note that T0CAC 
is inefficient for instruction bus due to the irregular switching 
patterns). 
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Fig. 9. The peak temperature reduction on the instruction bus 
using spreading encoding and the bus inversion coding at 
32nm technology node. 

7. Conclusions 
   In this paper, we characterize the thermal impact due to self-

heating of the on-chip buses based on improved bus energy and 
thermal models, and propose an irredundant bus encoding scheme, 
which can spread the switching activity among all bus lines and 
efficiently reduce the transient peak temperature of on-chip buses. 
The spreading encoding is very efficient and can be combined with 
existing low power encoding techniques to further reduce the bus 
temperature.  
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