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Abstract

The power density inside high performance systems continues to

rise with every process technology generation, thereby increasing the

operating temperature and creating “hot spots” on the die. As a re-

sult, the performance, reliability and power consumption of the sys-

tem degrade. To avoid these “hot spots”, “temperature-aware” de-

sign has become a must. For low-power embedded systems though,

it is not clear whether similar thermal problems occur. These sys-

tems have very different characteristics from the high performance

ones: they consume hundred times less power, they are based on a

multi-processor architecture with lots of embedded memory and rely

on cheap packaging solutions. In this paper, we investigate the need

for temperature-aware design in a low-power systems-on-a-chip and

provide guidlines to delimit the conditions for which temperature-

aware design is needed.

1. Introduction

In recent years, the power densities in high performance mi-

croprocessors have doubled every three years [2]. Moreover, most

power is consumed in a few localized spots which heat up much

faster than the rest of the chip (e.g., the CELL processor [4]). These

hot spots potentially increase leakage currents, cause timing errors

and/or even result in physical damage. The heating has also be-

come a big issue because expensive cooling solutions are not accept-

able for consumer products. Several authors have therefore advo-

cated the need for “temperature-aware” design techniques (see [18]

for an overview). Some of them have already found their way in in-

dustrial designs (E.g., in the Intel Itanium processors [15]).

It is less clear whether such techniques are required for low-

powermulti-processors systems-on-a-chip (LP-MPSoC).These sys-

tems dissipate two orders ofmagnitude less heat (max 3W instead of

100W). Since portable systems are the main target for LP-MPSoCs

(such as mobile phones), they are built in a low standby power tech-

nology instead of a high performance one. The main difference is

thatsubthreshold leakage is engineeredtoremain low, evenattheex-

penseof ahigher power supplyand thusmoredynamicpower (see ta-

ble 1). Due to the smaller contribution of leakage power, the impact

of temperature on the total power dissipation is limited [9]. How-

ever, packaging solutions for consumer electronics are much cheaper

and rely on natural convection for removing the heat. As a result,

the die is thermally more isolated and may still heat up.

Theexistenceof hot spots on thedie is evenharder topredict. LP-

MPSoCs for instance are built with a different computer architec-

65nm technologies Vdd(V) Vt(V) Ioff(uA/um)

high performance 0.9 0.18 7e-2

low power 0.8 0.26 5e-3

low standby power 1.1 0.5 2.5e-5

Table 1: Technology bifurcation in the 2003 ITRS roadmap. Leak-

age is significantly lower in low standby power than high perfor-

mance technologies.

ture than high performance systems. E.g., multiple power-efficient

processors instead of a single complex super-scalar processor (com-

pare a Intel P4 with a Philips Nexperia). Secondly, they operate at

a lower power density: the processors run at a lower speed (typi-

cally around 500Mhz instead of 3GHz) and contain a large amount

of embedded memory. Finally, the die of a LP-MPSoC is typically

smaller than thatof highperformancecomputer.Therefore, thegen-

erated heat can more easily reach the corners of the chip, resulting in

less temperature variations across the die. Several factors thus seem

to indicate that hot spots are less likely on LP-MPSoCs than on high

performance systems. However, this has to be verified.

The contribution of this paper is to delimit the conditions for

which hot spots become a critical problem in LP-MPSoCs. To inves-

tigate this problem,we have built an accurate thermal/power model

of a multi-processor system-on-a-chip. Our thermal model is differ-

ent from those of high performance systems because we investigate

the thermal behavior of multiple cores and embedded memories on

a single die and we look at package solutions for LP-MPSoCs which

have a much higher thermal resistance.

Formodeling theheat flow,we rely on an equivalent electricalRC

model (similar to HotSpots [18]) which we have calibrated against

a 3D-finite element analysis. To obtain realistic trace of the activ-

ities on the die, we have integrated our thermal model in a multi-

processor system-on-a-chip simulator. Experimental results for a

typical LP-MPSoC show that the temperature differences on chip

are limited and that the temperature changes only slowlywith time.

This paper is organized as follows. First, we discuss the related

work on thermal modeling and temperature-aware design (section

2). Then, we explain our target architecture (section 3) and how we

have modeled its thermal behavior (section 4). Finally, we present

our experimental results (section 5).

2. Related work

Three problems arise due to an elevated operating temperature.

First, the higher the temperature becomes, the more leakage cur-

rents occur and thus the more power is consumed. This is researched
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for instance by [19][21][11]. Secondly, a higher temperature also re-

duces themean-time-to-failureof the system.For instance, thephys-

ical processes that trigger electromigration and stress migration be-

comemoreactive if temperature rises (see [14][12]).Thirdly, ahigher

temperature impacts the performance of the transistors. It on the

hand reduces themobility of the charge carriers (electron andholes),

but on the other hand decreases the VT [9]. Usually, higher temper-

ature decrease the performance of circuits. Timing violations then

become more likely.

To investigate the above issues in detail, the authors of [18] have

developed a thermal/power model for super-scalar architectures. It

not only predicts the temperature variations between the different

components of a processor, but also accounts for the increased leak-

age power and reduced performance. Their results clearly prove the

importance of hot spots in high performance systems.

Based on this and/or similar models, many architectural exten-

sions have been proposed to reduce the impact of hot spots and/or

to prevent the die from breaching a critical temperature. The power

density in super-scalar processors can be reduced with fetch tog-

gling, decode throttling, frequency and/or voltage scaling (e.g.,

[1][7][17][5][15]). Except for frequency/voltage scaling, the above

techniques are only applicable on super-scalar processors. Another

approach for reducing the impact of hot spots is adding redundancy

to the architecture. [18] advocates that a spare register-file and mi-

grating computation between register files is the best in response

to heating. Similarly, [6] examines the benefits of moving computa-

tion between multiple replicated units of a super-scalar processor.

Besides architectural solutions, the temperature can also be re-

duced at the system level. E.g., [16] stops scheduling hot tasks when

the temperature reaches a critical level. In this way the system is

idling and the CPU spends more time in low-power states, such that

the temperature either locally or globally is decreased.

The related work discussed above is targeting high performance

systems, where the power density hampers scaling. However, the

context is different in low-power systems, which run at a lower speed

and are subjected to less leakage power. [19] have investigated the

impactof temperatureandvoltagevariations across thedieof anem-

bedded core. Their results show that the temperature varies around

13.6 degrees across the die. Since they use a 130nm CMOS Silicon-

on-Insulator technology, it is hard to extrapolate their results to a

bulk CMOS technology. [8] explains a allocation and scheduling al-

gorithm for eliminating hot-spots in a system-on-chip, but they tar-

get a much higher power budget (up to 15W) than is present in

systems-on-a-chip for portable applications (up to 3W see descrip-

tion of the system drivers in the ITRS roadmap).

Based on our literature study, we believe that the case for

temperature-aware design has not yet been made for low-power

multi-processor systems. Particularly, the existence of hot spots in

these systemshas notbeenvalidatedyet. In the remainder of this pa-

per, we investigate this problem.

3. A typical LP-MPSoC

In figure 1, we show the floorplan of a typical LP-MPSoC. It con-

sists of 16 ARM7 cores and 16 32kB shared memories. The shared

memory is used for storing large data structures and communicat-

ing data between the processors. Each ARM7 core is attached to a

local 8kB 2-way associative data cache and a 8kB direct mapped in-

struction cache. The memories and processors are connected using a

XPipes Network-on-Chip [3] of which a 6x6 switch and network in-

terfacemodules are shownonthefloorplan.Wehave obtained thedi-

mensions of the NoC circuits by synthesizing and building a layout.

The dimensions of the memories and processors are based on num-

bers provided by an industrial partner. In the remainder of the pa-

per, we will use this floorplan to research the temperature effects in-

side an LP-MPSoC.

ARM7

IcacheDcache

Memory

1200um

NoC

6x6 switch

NoC

interface

Figure 1: Floorplan of amulti-processor system on a chip in a 130nm

technology:16 ARM7 processors each connected to a 2-way associa-

tive 8kB data cache and a direct mapped 8kB instruction cache;

16 memory tiles of 32kB; a NoC connecting processors and memo-

ries. Thermal cells are 150umx150um (subsection 4.2.1).

4. Power/thermal analysis

To estimate the power consumption and temperature of all ar-

chitectural blocks inside an LP-MPSoC, we have built a simulation

environment as depicted in figure 2.

Cycle accurate
simulator

Power
estimation

Thermal
Analysis

Events

Power/
thermal cell

Application

Configuration

Architecture

Layout
Thermal stack

Temperature/
cell

Figure 2: Power/thermal model integrated in a cycle-accurate LP-

MPSoC simulator [13]

We use a cycle accurate simulation platform for measuring the

activities in each of the memories and processing elements in the

system1. We measure the time that each processor spends in ac-

tive/stalled/idle mode. We trace the number and type of accesses to

each of thememories (instruction cache/data cache and large shared

1 based on MPARM [13].



memories).Basedon theseactivities,weestimate every0.1us the en-

ergy consumption in each of the thermal cells of the layout. There-

after, we feed this data into our thermal simulator. The latter one

computes the temperature evolution of the die during the last 0.1us.

The temperaturemapof thedie is then logged inafile. Since the joint

performance/power/thermal simulation is rather time-consuming,

we also provide the option to dump the components’ activities in a

trace-file. Using this trace-file, we can more quickly explore differ-

ent packaging solutions.2

In the next subsections, we first discuss the power model used

during our experiments (subsection 4.1). Secondly, we explain the

chip’s thermal model in detail (subsection 4.2).

4.1. Power estimation

Max. Power@100Mhz Max. Power density

ARM7 5.5mW 0.03W/mm2

DCache 8kB/2way 43mW 0.012W/mm2

ICache 8kB/DM 11mW 0.03W/mm2

Memory 32kB 15mW 0.02W/mm2

Table 2: Power for the most important components of a LP-MPSoC

in a 130nm bulk CMOS technology.

In Table 2, we outline the power consumption and power den-

sities of the most important components of our system-on-a-chip.

The table contains the maximum power numbers, but the effec-

tive power is normally lower, depending on the workload (activi-

ties of processors and memories). We ignore leakage energy. Leak-

age in mobile systems has to be limited for guaranteeing sufficient

battery-life time.Typically, leakage is therefore eliminatedat thede-

vice level by developing high Vt transistors. As a result, the leakage

can be as low as 25pA/um (see ITRS roadmap). High Vt transis-

tors come at the expense of a higher Vdd and thus more dynamic

energy (since the Vdd-Vt has to be kept constant for retaining the

sameperformance). A better option is to use leakage reduction tech-

niques such as back-biasing. E.g., [10] jointly optimize Vdd/Vt by

using dual-gate devices or back-biasing. The authors lower the Vdd

for reducing the dynamic power.However, to retain the sameperfor-

mance, theyhavetoreduceVtaswell,whichunfortunatelyexponen-

tially increases the subthreshold leakage. In the optimal Vdd/Vt op-

erating point (where the Vdd/Vt are more aggressively scaled than

on the ITRS roadmap3), leakage energy contributes only 10% of the

total power. Hence, we believe that the impact of leakage on tem-

perature for low-standby power systems is limited.

In the next section, we discuss the flow of the dissipated power

through the die.

4.2. Modeling the heat flow

PCB

Heat spreader
IC die

IC package

package pin

Figure 3: Chip packaging solution

2 In this case though, we cannot feedback the temperature effects
to the performance simulator

3 Hence, the system operating with the optimal Vdd/VT is more
leaky than with ITRS conditions.

An LP-MPSoC is usually packed within a cheap plastic ball grid

array package ([20] and see figure. 3). Themain purpose of this pack-

age is to electrically connect the die to the other circuits on the

printed circuit board and to protect it against the environment. Be-

sides, the package has also to remove the dissipated heat from the

die. Typically, a heat spreader made of copper, alu or another highly

conductive material is therefore attached to the reverse side of the

die. Its goal is to increase the thermal conductivity of the package.

In the context of this paper, we assume that all surfaces but the one

of the heat spreader are adiabatic. The spreader disposes the gener-

ated heat by natural convection with the ambient.
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Figure 4: Dividing the chip into a finite number of cells

4.2.1. Equivalent RC thermal model Similar to [18][19][6],

we exploit the well known analogy between electrical circuits and

thermal models. We decompose the silicon die and heat spreader

in elementary cells which have a cubic shape (figure 4) and use an

equivalent RC model for computing the temperature of each cell. By

varying the cell sizewe can trade-off the simulation speed of the ther-

mal with its accuracy. The coarser the cells become, the less cells we

need to simulate, but the less accurate the temperature estimatesbe-

come. The cell sizes used during our experiments are 150um∗150um

(seefigure1).Weassumethat thepoweruniformilyburned in this re-

gion (which is 1/8th of the size of an ARM processor in 130nm). For

technologies which have a worse thermal conductance (such as fully

depletedSOI),weplan touse smaller thermal cells (down to the level

of standard cells).

N

E

S

W

Top

Bottom

h

w

l

Figure 5: Equivalent RC circuit of a cell

We associate with each cell a thermal capacitance and five ther-

mal resistances (figure 5). Four resistances are used formodeling the

horizontal thermal spreading whereas the fifth is used for the verti-

cal thermal behavior. The thermal conductivities and capacitance

of the cell are computed as follows (where k
si/cu
th

is the thermal con-

ductivity and c
si/cu
th

is the thermal capacitance per unit volume):

GNESW
th = k

si/cu
th

· h · w

l
(1)

Gtop
th

= k
si/cu
th

· l · w

h
(2)

Cth = cth · l · h · w (3)
(4)
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Figure 6:Comparison of the spatial (left) and temporal temperature

(right) distribution evaluated with 3D finite element package (light

line) vs. equivalent RC model (bold line).

We model the generated heat by adding an equivalent current

source to the cells on the bottom surface. The heat injected by the

current source into the cell corresponds to the power density of the

architectural component covering the cell (e.g., a memory decoder

or processor) multiplied with the surface area of the cell. Note that

noheat is transferreddown into thepackage from these bottomcells.

In contrast, the heat from the cells on the top surface is removed

throughconvection.Wemodel this byconnectinganextra resistance

in series with their Rtop
th

= 1/Gtop
th

resistance. The value of this re-

sistance is equal to the package-to-air resistance weighted with the

relative area of the cell to the area of the spreader.

4.2.2. Thermal properties In table 3, we enumerate the ther-

mal properties of the package used during our experiments. The

amount of heat that can be removed by natural convection strongly

depends on the environment (such as the placement of the chip on

the PCB, the case of the embedded system, etc.). A good average

value is 20W/K (see [20]), even though this is much higher than the

ones published by package vendors.

silicon thermal conductivity4 150 ·
(

300
T

)4/3
W/mK

silicon specific heat 1.628e − 12J/um3K

silicon thickness 350um

copper thermal conductivity 400W/mK

copper specific heat 3.55e − 12J/um3K

copper thickness 1000um

package-to-air conductivity 20K/W in low power

Table 3: Thermal properties

Hot spot dimension(µm2) Temp 3D Temp RC model
60 × 70 2.89◦K 2.83◦K
40 × 50 2.39◦K 2.37◦K
30 × 30 2.02◦K 2.08◦K

Table 4: Comparison of the maximum temperature reached with a

3D model and our equivalent RC model

4.2.3. Model calibration We have compared and calibrated

our thermal model with a 3D-finite element package. For this pur-

pose, we have modeled a single heat source located in the center of

the chip’s bottom surface. The temperature of this source as pre-

dicted by the 3D model and our RC model is shown in table 4.

Besides predicting the steady state temperature within the hot

spot,we also validate the ourmodel’s prediction of the spatial distri-

bution of the temperature. In figure 6-left, we illustrate how the tem-

perature decreases in function of the radial distance from the cen-

ter of the heat source. The size of source is indicated by the grey

box. The predictions of both models are again similar.5 Finally, we

Low power

(e.g., ARM)

High

Performance

Figure 7: Temperature differences on chip (6000umx7200um). It

contains in the center a single source of which the area and power is

varied.

test the accurateness of our thermal model for predicting the tempo-

ral behavior of the die. We apply a sudden power load to the center

of the chip and illustrate the temperature response of the die in fig-

ure 6-right.

In the next section, we discuss experimental results which we

have obtained with this simulation environment.

5. Experimental results

5.1. Thermal properties of the die
Todelimit the conditionswhen larger temperature differences on

the die of the MPSOC will occur, an experiment with a single heat

source was conducted of which the size and power is varied. The re-

sulting maximum temperature differences on the chip are shown in

figure 7.

For a given area of the power source (e.g., 0.36mm2), the

temperature differences increases proportional to the power (with

7.7K/W). For a given power budget (e.g., 0.36W ), the tempera-

ture is proportional to the inverse of the square root of the area

(with 1.8Kmm). The smaller the power source becomes, the smaller

the surface becomes through which the heat can be removed. As

a result, the thermal resistances increases with a decreasing diam-

eter of the power source and the largest temperature drop occurs

near the power source. The thermal resistance is thus mainly deter-

mined by the area of the source rather than the distance from the

source to the coldest point on the die. Hence, even if a larger die size

is used, the temperature differences will not increase.

With this figure, designers caneasilypredict the temperaturedif-

ferences that will occur on their die and thus delimit the conditions

for which thermal design is required. E.g., in our low-power embed-

ded systems the area of the processor is around 0.3mm2 and con-

sumes 5mW . As can be seen in this graph (and further illustrated in

the next section), the resulting hot spot will be very low. High per-

formance systems operate in a different field: they consume much

more power for the same area. This is mainly because they oper-

ate at a higher clock frequency (e.g., 30 times faster = 30 times more

power).Forachievingthishighclock frequencies, theyuseahighper-

formance technology inwhich the leakagecontributioncannotbene-

5 At large distances from the center of the heat source, our RC
model underestimates the temperature, because away from the
source, we have used larger cell sizes for reducing its run time.



glected (e.g., leakage is as important as dynamic energy = 2 times

morepower). Moreover, they use a different circuit style (such as dy-

namic logic vs. static logic), that is more power hungry (e.g., 2 times

more power) and rely on more complex IP blocks (such as com-

plex multiport register-files). As a result, they consume 100 times

more power on the same area, reaching power densities larger than

1W/mm2. This results important hot spots on the die (12 degrees

for our die).

To further validate our results for low power MPSoCs, we look in

the thermal issues with more precise thermal/power simulations.

5.2. Steady-state thermal analysis

Infigure8-left,we showthe temperaturedifferences estimatedon

the die when running a pipelined matrix multiplication on four pro-

cessors. Matrix multiplications forms the core of most multi-media

algorithms (DCT,Wavelets, etc.). It is a very compute and data in-

tensive application (and thus power hungry). The hottest parts of

the chipare theprocessor cores and their instructionmemories, since

they are most active and thus dissipate the most power. They are

followed by the data cache. Even though that the data cache con-

sumes more energy per access than the instruction cache, it is less

actively used6 and therefore does not become a hot spot. When run-

ning at 100Mhz, the temperature differences on the chip are lim-

ited (max. 0.128 Celsius). The on-chip temperature difference in-

creases only slightly when six additional processors are started (see

figure 8-middle: max. 0.142 Celsius). This is because the processors

with a relatively high power density are intermingled with memo-

ries which a much lower power density.

By scaling the frequency of theprocessors from100Mhz to 1GHz,

the power increases with a factor 10. As a result and in agreement

with the results of figure 7, the temperature differences on the chip

increase with a factor 10. We have measured a temperature differ-

ence of 1.53 Celsius.

In a next experiment, we test the impact of technology scaling.

We scale all the dimensions of our layout with a factor 2 (reflecting a

technology change from 130nm to 65nm). We also assume that the

power supply does not scale in future processing generations (which

is a worst-case assumption) and use a clock of 1Ghz (which is high

for low power systems). According to figure 7, we find that scaling

the area of the power source by four, results in 1.8 times larger tem-

perature differences on chip. This estimation is confirmed by our ac-

curate simulation: temperature gradients increase from 1.5 Celsius

(130nm@1Ghz) up to 2.8 Celsius (65nm@1Ghz) (see figure 8-right).

From these results, we conclude that the on-chip temperature

differences of a typical LP-MPSoC are limited. More important, fig-

ure 7 allows to easily predict the on-chip temperature differences.

5.3. Transient thermal analysis

So far, we have only considered spatial temperature differences.

However, temporal temperature differences or thermal cycles are

equally important (e.g., they impact reliability). We therefore plot

theaveragedie temperature in functionof the time (seefigure9-left).

6 The register file acts as an extra level of cache and thus elimi-
nates accesses to the data cache

As the thermal resistance of the die with the environment is rather

high (20K/W), it takes around 8s before the steady state temper-

ature is reached. The resulting temperature depends on the power

burned on the chip: the more processors running, the higher the fi-

nal temperature becomes (see the differences between 4 and 10 cores

in the figure). In the figure 9-middle, we plot the maximum temper-

ature difference in function of the time. The steady state tempera-

ture difference is reached after only 250ms. This is much faster than

the temperature equilibrium of the die with the environment. It can

be explained by the fact that the silicon die and the cu heat spreader

are good thermal conductors. Since the thermal time constant on

the die is low, the on-chip temperature differences may be very sen-

sitive to variations of the power consumptions, i.e. thermal cycling.

To analyze thermal cycles due to a varying workload, we have gener-

ated an artificial benchmark application running on a single proces-

sor. It consists of a period of high activity followed by one of low ac-

tivity. Its power and temperature profile are shown in figure 9-right.

Globally, the temperature increases as the steady state tempera-

ture of the die has not been reached yet.7 A series of thermal cycles

is superposed on this gradual increase of temperature. Their ampli-

tude is very small as the thermal resistance of the die is small.

Large thermal cycles are mainly due to the high resistance of the

package with the environment and only occur at a large time scale.

Therefore, we conclude that thermal cycling (and the resulting reli-

ability issues [14]) are less of a problem in LP-MPSoCs than in high

performance systems.

6. Conclusions

In this paper, we have investigated the need for temperature-

aware design in LP-MPSoCs. We have built a thermal model which

we have calibrated with a 3D finite-element analysis. Based on our

experimental results for a typical LP-MPSoC, we observe that no

hot spots occur across the die. In the context of LP-MPSoCs im-

plemented on bulk CMOS and under the plausible assumption that

LP-MPSoCswill not rush for super-fast clocks (suchasdefined in the

ITRS roadmap for high performance logic), we therefore do not see

the immediate need for techniques to analyse and reduce hot spots.

However, if more advanced packaging solutions (such as 3D stack-

ing) and new low-k dielectrics are introduced in the BEOL, the ther-

mal model of the chip may fundamentally change. The presence of

hot spots in these novel technologies has to be investigated for LP-

MPSoCs. Furthermore, as the steady-state temperature depends

on the packaging solution and the applied workload, temperature-

aware design remains necessary to assure that the maximal temper-

ature of the system is not breached.
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Figure 8: Temperature differences of a multi-processor system-on-a-chip. (left) 4 processors running at 100MHz; (middle) 10 processors at
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