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ABSTRACT
The clock distribution network is a key component on any
synchronous VLSI design. As techonology moves into the
nanometer era, innovative clocking techniques are required
to solve the power dissipation and variability issues. Ro-
tary clocking is a novel technique which employs untermi-
nated rings formed by differential transmission lines to save
power and reduce skew variability. Despite its appealing ad-
vantages, rotary clocking requires latch locations to match
pre-designed clock skew on rotary clock rings. This require-
ment is a difficult chicken-and-egg problem which prevents
its wide application. In this work, we proposed an integrated
placement and skew scheduling methodology to break this
hurdle, making rotary clocking compatible with practical
design flows. A network flow based latch assignment al-
gorithm and a cost-driven skew optimization algorithm are
developed. Experiments show that our method can gener-
ate chip placements which satisfy the unique requirements
of rotary clocks, without sacrificing design quality. By en-
abling concurrent clock network and placement design, our
method can also be applied in other clocking methodologies
as well.

1. INTRODUCTION
Power and variation are two of the important factors that

limit the performance deep submicron VLSI circuits. For
any synchronous VLSI design, the clock distribution net-
work is a unique sub-circuit which is critical for both the
power and the variation issue. It is well-known that the
Clock Distribution Network dissipates a large amount of
power, up to 40% of the entire chip power budget [1]. At the
same time, clock distribution network is a vulnerable victim
of many variational effects such as process variations, power
supply noise and temperature fluctuations. Careful design
of clock distribution network is required to address both the
power and variability problems.

The power dissipation of a clock network is mainly due
to frequent charging/discharging of the huge capacitive load
and the leakage power through clock buffers. Many efforts
have been made to reduce the clock network power by min-
imizing clock network size [2–5]. Others tried to reduce un-
necessary clock signal switchings by clock gating [6,7]. Even
though these approaches can alleviate the clock network
power to some degree, the improvements are intrinsically
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limited by the fundamental charging/discharging power dis-
sipation characteristics in the conventional clock distribu-
tion networks.

Minimizing clock skew variation is another major objec-
tive in many recent works on clock distribution network de-
sign [8, 9]. However, many of these methods achieve re-
duction of skew variation at the expense of increased clock
network size and power. In particular, the very effective ap-
proach of clock mesh [8] may result in excessive wirelength
and power overhead. Conventional clocking structure con-
sists of a clock signal driven by a single clock source (and
possibly regenerated by buffers). Accurate control of this
clock signal becomes a hard problem since it is propagated
over a long distance.

In order to solve the power and the variation problem
more effectively, several novel clocking technologies have
been developed [10–12]. Among them, rotary traveling wave
clock [10] is a promising approach. The basic component of
a rotary clock is a pair of cross-connected differential trans-
mission line circles, namely a rotary clock ring. A clock sig-
nal propagates along the ring without termination so that
the energy can be recirculated and the charging/discharging
power dissipation is greatly reduced. A recent study [13]
shows that rotary clocks can reduce power dissipation by
70% compared to conventional clock networks. The mea-
surement results from a test chip also showed that a low
skew variation of 5.5ps at 950MHz can be achieved [10].
Compared to other novel clocking methods, rotary clock
can provide uniform clock signal amplitude in contrast to
the non-uniform amplitude in standing wave clock [11].

There is one technical hurdle that prevents wide appli-
cations of the rotary clock: the clock signal has different
phases at different locations on the rotary clock ring. If zero
skew design is insisted, the usage of rotary clocks would be
very restrictive. Hence, non-zero intentional skew design
is a better approach to fully utilize the rotary clock. Un-
like the intentional skew design in the conventional clocking
technology where no restrictions are imposed on the latch
locations, the skew at each latch has to be matched with a
specific location at the rotary clock ring. This requirement
forms a difficult chicken-and-egg problem: the latch place-
ment depends on skew optimization while it is well known
that skew optimization depends on latch locations. This is
quite different from traditional intentional skew designs [5]
where the placement does not depend on skew optimization.

The goal of this work is to break this technical hurdle
so that rotary clocks can be easily deployed in practice to
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alleviate the power and variation problem. We make the
following contributions in this work.

• A relaxation technique based on flexible tapping is sug-
gested to break the loop in the chicken-and-egg prob-
lem.

• An integrated placement and skew optimization
methodology is proposed to facilitate the application of
rotary clocking. This methodology has the advantage
that traditional placement methods can be employed
directly without any change.

• A min-cost network flow algorithm is found to assign
latches to the rotary clock rings so that the move-
ment of latches has the least disturbance to traditional
placement.

• A pseudo net technique is introduced to guide latches
toward their preferred locations without intrusive dis-
turbance to traditional placement.

• A cost driven skew optimization formulation is devel-
oped to reduce the connection cost between latches
and their corresponding rotary clock rings.

In addition to the rotary clock, potentially our work can
be also beneficial to the design of conventional clock net-
work. The reason is that in the traditional clock design
flow, the clock network synthesis has to be performed after
placement, at which stage the design space of the clock net-
work is very constrained. While by applying our method, it
is possible to perform clock network synthesis and placement
concurrently, thus a better solution can be achieved. We be-
lieve our method can be applied to reduce power consump-
tion of conventional clock network such as the one in [14].
Experimental results on benchmark circuits show that our
method can reduce the tapping cost for rotary clocking by
33% − 53%.

2. ROTARY TRAVELING WAVE CLOCK
The basic component of a rotary clock is a pair of cross-

connected transmission line circles as shown in Figure 1(a).
In the rotary clock ring, an oscillation can start sponta-
neously upon any noise event [10]. When the oscillation is
established, the square wave signal can travel along the ring
without termination. An arbitrary point on the ring can
be designated as the reference point with clock signal delay
t = 0 and clock phase φ = 0. Starting from this reference
point, the clock signal travels along the ring and reaches
back to the reference point with delay equal to clock period
T and phase φ = 360. The numbers in Figure 1(a) indicate
clock signal phases. Clock signal delay t and clock signal
phase φ can be converted to each other by φ

360
= t

T
− b t

T
c.

The energy loss due to the wire resistance is compensated
by the anti-parallel inverters as shown in Figure 1(a). In
addition, these inverter pairs help to achieve phase locking
as the phases of the two circles at the same location are
always opposite. In order to maintain uniform capacitance
distribution along the ring, dummy capacitive load needs to
inserted at places where no latch exists. In chip level designs,
multiple rotary clock rings can be connected together to
form an array as shown in Figure 1(b), where the dashed
arrows indicate the signal propagation directions and the
small triangles indicate equal phase locations for all rings.

A rotary clock has the advantage of both low power dissi-
pation and low skew variation. It consumes less power as the
energy is recirculated along the ring as opposed to energy
loss during the charging/discharging through transistors in
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Figure 1: (a) A rotary clock ring. The numbers
indicate relative clock signal phase. (b) An array of
13 rotary clock rings. The small triangles points to
the equal-phase points for the 13 rings.

conventional clocking. A recent study [13] shows that ro-
tary clock can reduce power dissipation by 70% compared to
conventional clock networks. In the rotary clock ring array
(Figure 1(b)), the phase averaging at the junction points
can reduce skew variation remarkably. The measurement
from the test chip shows that 5.5ps skew variation can be
obtained on an operation frequency of 950MHz [10].

3. ROTARY CLOCK AND TRADITIONAL
DESIGN FLOW

In this section, we discuss whether a rotary clock can fit
into a traditional design flow and if not, what are the diffi-
culties. Since at each spot on a rotary clock ring, the clock
signal has a distinct phase, a zero clock skew design im-
plies that only one spot on each ring can be utilized. In
Figure 1(b), there are 13 rings and there are only 13 useful
spots for a zero clock skew design. Obviously, such usage of
rotary clock is very inefficient. In order to fully utilize rotary
clock, intentional skew design is a much better choice.

However, rotary clock is not compatible with the existing
intentional skew design flows. A typical intentional skew de-
sign flow, which is employed in IBM high performance ASIC
designs [5] proceeds in the order of the following stages.

1. Placement. In placement [15, 16], cells are placed in
a non-overlapping manner so that an objective func-
tion, such as the total signal net wirelength, conges-
tion, critical path timing or a combination of them, is
minimized.

2. Clock skew optimization. For intentional skew designs,
clock signal delay target to each latch is found so as to
minimize clock period or maximize timing slack, sub-
ject to long path and short path constraints. Since the
long path and short path constraints depend heavily
on cell and latch locations, placement information is
essential in order to perform skew optimization. We
will discuss skew optimization in Section 7.

3. Clock distribution network synthesis. In this stage, a
clock distribution network layout is generated to ap-
proximately deliver intentional skews [5], which corre-
spond to the clock delay targets obtained in skew op-
timization. Of course, the clock distribution network
layout depends on latch locations.

The feasibility of this flow is based on its one-way depen-
dency that each stage relies on the result of the previous



stages, but not vice versa. More specifically, the placement
(with the inclusion of latches), does not depend on skew op-
timization or clock distribution network synthesis. Likewise,
skew optimization does not depend on clock distribution net-
work synthesis.

Rotary clock is usually designed independently. In place-
ment, each latch needs to be placed at a rotary clock ring
and the clock phase at its location has to match the clock
signal delay target for the latch. This requirement causes
a cyclic dependency. The latch placement depends on its
clock signal delay target, which is generated by skew op-
timization. But skew optimization is always dependent on
placement. This chicken-and-egg problem has to be solved
to enable the application of rotary clocking technique.

4. RELAXATION VIA FLEXIBLE TAPPING
For a complex constrained optimization problem, relax-

ation is an effective technique to handle troublesome con-
straints. The difficulty of applying rotary clock can be al-
leviated if we relax the constraint which requires each latch
to be attached exactly on a rotary clock ring. For a latch at
an arbitrary location (xf , yf ), we can always find a tapping
point p on a rotary clock ring and deploy a buffer at p to
drive the latch through a wire such that clock signal delay tf

at (xf , yf ) satisfies a pre-specified clock delay target t̂f for
the latch. Of course, we do not want the latch to be too far
away from the ring. Otherwise, the long wire between the
tapping point and the latch may cause significant power and
variability degradation that it becomes meaningless to use
rotary clock. On the other hand, if a latch is very close to its
tapping point on the ring, the buffer can be omitted. The
wirelength between the tapping point p and the latch can be
counted as a cost to be minimized in placement and skew
optimization. The approach of transforming troublesome
constraints to cost is very similar to Lagrangian relaxation.
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Figure 2: The tapping point p for a latch can be
found by solving the delay satisfying clock signal
delay target.

Now we will show how to find the location of the tapping
point so that the delay target t̂f for the latch at (xf , yf )
can be satisfied. We illustrate this procedure through an
example in Figure 2. A rotary clock ring is implemented
in square shape in layout and is composed by four inside
segments and four outside segments, as shown in Figure 2.
Without loss of generality, we only consider the case when
the tapping point is on the top segment. Other cases can
be derived in an almost identical manner. We assume that

the left end of the segment is set at coordinate (0, 0), the
location for the right end, the latch and the tapping point
are represented as (b, 0), (xf , yf ) and (x, 0), respectively. If
the delay of the clock signal at (0, 0) is t0, then the delay at
p can be expressed as t0 + ρx [10] with ρ being a positive
constant. We denote the distance between the tapping point
and the latch as l, assuming wire resistance and capacitance
per unit length are r and c, respectively. Let Clatch denote
the input capacitance of the latch. In order to satisfy the
clock signal delay target at the latch, the clock signal delay
tf has to satisfy:

tf (x) = t0 + ρx +
1

2
rcl

2 + rlClatch = t̂f (1)

Since l = |x − xf | + yf , l is a function of x. The location
of the tapping point can be obtained by solving the above
equation.

Figure 2 shows an example of curve tf (x) which is com-
posed by two parabolas joining at x = xf . The function
tf (x) can be decomposed into a quadratic function plus the
term of |x − xf |. The quadratic function leads to a single
parabola. However, the term of |x − xf | consists of two
pieces of linear parts with a non-differentiable joint point
at x = xf . Therefore, the overall shape of the tf (x) curve
becomes two pieces of parabolas joining at x = xf . De-
pending on the value of t̂f , there are four cases for solving
Equation (1).

• Case 1: t̂f is very small like tf1 in Figure 2. There is
no direct solution for this case. This case can be cir-
cumvented by reducing t0 by integer number of clock
period time T . Note that such reduction does not af-
fect clock phase. This is equivalent to lowering the
curve tf (x) by multiple T and eventually results in one
of the following three cases. Obviously, the number of
T for the reduction needs to be minimized.

• Case 2: t̂f is moderately small like tf2 in Figure 2.
There are two solutions in the case and the solution
with smaller wirelength is selected.

• Case 3: t̂f is at middle level like tf3 in Figure 2. There
is a unique solution.

• Case 4: t̂f is large like tf4 in Figure 2. There is no
direct solution for this case. However, we can choose
(b, 0) as the tapping point and intentionally introduce
wire detour between p and the latch so that delay tar-
get t̂f is satisfied. This is almost the same as the wire
snaking in clock tree routing [3].

After the tapping points on each of the eight segments are
calculated, the one leading to the minimum wirelength is
selected as the tapping point for the ring. The actual wire-
length for achieving the clock signal delay target is defined
as the tapping cost. Note that we could also use a buffer to
drive the signal from point p. If needed, equation (1) can be
easily modified to take care of the buffer delay.

5. PROPOSED METHODOLOGY
The flexible tapping technique breaks the cyclic depen-

dency between the placement and skew optimization. It also
facilitates a new methodology flow as shown in Figure 3, in
which skew awareness for the placement is achieved indi-
rectly through a pseudo net technique. By doing so, the
traditional placement methods can be used without change.
This is an appealing feature because placement is a much
more complicated problem than skew optimization.
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Figure 3: Proposed methodology flow.

The first two stages are almost the same as the traditional
flow. The initial placement can be implemented with any
existing placement method [15, 16] without special consid-
erations of latch locations or their skews. In stage 2, skew
optimization [17] is performed based on the placement of
stage 1 to maximize the timing slack. The details of this
part will be described in Section 7.

In stage 3, each latch is assigned to a ring of the rotary
clock ring array. This assignment only establishes an as-
sociation between a particular latch to a ring and does not
change the latch location. When a latch is assigned to a spe-
cific ring, the corresponding tapping cost can be computed
according to Section 4. The objective of this assignment is
to minimize the total tapping cost for all latches. Since each
ring can only accommodate a limited number of latches, this
capacity constraint has to be followed as well. We introduce
an algorithm based on min-cost network flow to solve this
problem in Section 6.

After each latch is assigned to a ring, another skew opti-
mization can be performed to reduce the tapping cost. This
is somewhat different from traditional skew optimization
and will be discussed in details in Section 7. After stage
4, the overall cost is evaluated as a weighted sum of total
tapping cost and traditional placement cost, which is usu-
ally total signal wirelength. If the overall cost is sufficiently
small, this flow is completed. Otherwise, the flow proceeds
to stage 5.

Since the initial placement is based on the traditional ob-
jectives such as signal wirelength and ignores tapping cost,
it is quite likely that the tapping cost is very high when
we enter stage 5 for the first time. In order to reduce tap-
ping cost, we insert a pseudo net between each latch and
its ring. The latches can be pulled toward their associated
rings in the placement of stage 6. Since stage 6 is an incre-
mental placement, it normally runs considerably faster than
the initial placement. Of course, the incremental placement
is preferred to be a stable one [15], i.e., small changes on the
netlist should not cause dramatic change on the placement
result.

6. LATCH ASSIGNMENT
In stage 3 of the above flow, each latch needs to be as-

signed to a ring in the rotary clock ring array. It is required

that the assignment minimizes the tapping cost defined in
Section 4. We denote the tapping cost as ci,j , when a latch
i is assigned to ring j. Each ring j has limited space and
can accommodate no more than Uj latches. We introduce a
decision variable xi,j : if latch i is assigned to ring j, xi,j = 1,
otherwise xi,j = 0. The latch assignment problem can then
be formulated as the following 0-1 programming problem.

Minimize
P

i,j
ci,jxi,j

Subject to
P

j
xi,j = 1 ∀i

P

i
xi,j ≤ Uj ∀j

xi,j ∈ {0, 1} ∀i, j
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Figure 4: Min-cost network flow model for latch as-
signment. Each arc is associated with cost/capacity.

This assignment problem can be solved using min-cost
network flow model [18] as shown in Figure 4. The vertices
in the network include a column of latch vertices, a column
of ring vertices, a source vertex and a target vertex. There
is an arc from a latch vertex to a particular ring vertex only
if the corresponding latch is considered to be a potential
candidate of the ring. If a latch and a ring are too far away
from each other, it is not necessary to insert an arc between
them. Each arc between a latch vertex i and a ring vertex
j has a cost of ci,j . The rest arcs have zero cost. Each arc
from a ring vertex j to the target vertex has a capacity of Uj .
The other arcs have a capacity of 1. It is well known that
this min-cost network flow problem can be solved optimally
in polynomial time [18].

7. SKEW OPTIMIZATION
Skew optimization is an important part of the proposed

flow. The skew optimization in stage 2 is the same as the
max-slack version of the traditional method [17] and we sum-
marize it here for the completeness of the description. As-
suming that signals depart from latch i, propagate through
combinational logic and arrive at latch j, then latch i and
latch j are called sequentially adjacent and the sequential
adjacency is denoted as i 7−→ j. Let the maximal(minimal)
combinational logic path delay be Dmax(Dmin). If the clock
signal delay target at i and j are t̂i and t̂j , respectively, setup
time is tsetup, hold time is thold and the clock period is T ,
then the max-slack version of skew optimization can be for-
mulated as [17]:

Maximize M (2)

Subject to t̂i − t̂j + M ≤ T − Dmax − tsetup i 7−→ j (3)

t̂i − t̂j ≥ M + thold − Dmin i 7−→ j (4)

where M is the slack. Inequality (3) and (4) are the long
path constraint and short path constraint, respectively. It



has been shown that this problem can be solved using linear
programming [17] or graph based algorithms [19,20].

For the skew optimization in stage 4, instead of using the
traditional method, we propose a cost driven method so that
skew optimization can be leveraged to assist placement on
reducing the total tapping cost. The computation of the
tapping cost (Section 4) is based on a known clock signal
delay target while the delay target is a decision variable
in skew optimization. Therefore, we try to minimize the
tapping cost indirectly by finding clock signal delay targets
such that the tapping point can be moved to the latch as
close as possible. For example, in Figure 2, if the delay
target of the latch can result in tapping point at c, then
the tapping cost is minimized. In other words, if the actual
delay to a latch i is ti through tapping point at c, we try to
make the delay target t̂i to be as close to ti as possible.

For latch i, we first find the closest point c on its ring
and the distance between i and c, which is the shortest dis-
tance between i and the ring, is denoted as li. The delay
ti at i through tapping point at c depends on the reference
clock signal delay on the rotary clock rings. We can arbi-
trarily choose a set of equal phase points for all the rotary
clock rings as reference points like the small triangular spots
in Figure 1(b). Let the clock signal delay at the reference
points be tref . If the delay from the reference point to c is
tref,c, then the clock signal delay at c is tc = tref + tref,c.
The delay from c to i is tc,i = 1

2
rcl2i + rliClatch which is

very similar to Equation (1). Hence, the clock signal delay
at i is ti = tc + tc,i, If the difference |ti − t̂i| is minimized,
there is a good chance that the tapping point is the closest
to c and the latch. When a latch i is far from its ring, i.e.,
tc,i is large, it is especially desired that the tapping point
is closest to c. Therefore, |ti − t̂i| + tc,i is minimized in the
cost driven skew optimization.

Minimize ∆

Subject to t̂i − t̂j + M ≤ T − Dmax − tsetup i 7−→ j

t̂i − t̂j ≥ M + thold − Dmin i 7−→ j

tref + tref,c + 2tc,i − t̂i ≤ ∆ ∀i

t̂i − tref − tref,c ≤ ∆ ∀i

where ∆ is the maximum difference and M is a pre-specified
slack. The constraint from the two inequalities in this for-
mulation is equivalent to |ti − t̂i|+ tc,i ≤ ∆. Obviously, this
problem can be solved through linear programming [17].

Alternatively, the skew optimization problem can be for-
mulated to minimize a weighted sum of the differences as
follows.

Minimize
P

∀i
wiδi

Subject to t̂i − t̂j + M ≤ T − Dmax − tsetup i 7−→ j

t̂i − t̂j ≥ M + thold − Dmin i 7−→ j

ti − t̂i ≤ δi ∀i

t̂i − ti ≤ δi ∀i

where δi is the difference for latch i and wi is its weighting
factor. A natural choice of the weighting factors is to let
wi = li, as we wish to focus our effort on those latches far
away from their rings. Again, this problem can be solved
directly through linear programming [17].

8. EXPERIMENTAL RESULTS

Circuit #Cells #Latches #Nets PL(µm)
s9234 1510 135 1471 2471
s5378 1112 164 1063 2718

s15850 3549 566 3462 5175
s38417 11651 1463 11545 8261
s35932 17005 1728 16685 8290

Table 1: Testcases. PL is the average source-sink
path length in conventional clock trees [2, 4].

The proposed methodology and algorithms are tested on
the ISCAS89 benchmark suite. The benchmark character-
istics are summarized in Table 1. At the rightmost column
of Table 1, we also list the average source-sink path length
in conventional clock trees [2, 4] for reference. The rotary
clock ring arrays are generated as in [10]. The circuits are
synthesized by using SIS [21]. The main algorithms are im-
plemented in C++. The initial placement as well as the
incremental placement are obtained from an academic place-
ment tool mPL [16,22]. All experiments are performed on a
Sun Ultra Sparc machine running Solaris operating system
with 2 GB RAM.

To the best of our knowledge, there is no published work
on placement and skew optimization for rotary clocking.
Our method is performed on the benchmark circuits and
the results are displayed in Table 2. There are two issues
which we care about: (1) each latch needs to be close to
the ring it associated with so that the off-ring variation ef-
fect is negligible; (2) moving latches toward their associated
rings should not degrade signal wirelength remarkably and
the total wirelength including tapping wirelength needs to
be minimized.

As indicated by the third column of Table 2, after run-
ning the latch assignment in stage 3, the average latch-ring
distance is significantly smaller (compared to the initial dis-
tance shown in the second column). Especially, they are
much smaller than the average source-sink path length in
conventional clock trees [2,4] as shown in the rightmost col-
umn of Table 1. As a matter of fact, after the iterations of
stage 4-6, the average distance has reduced to the range of
100 − 200µm, which is significantly smaller than the stub
length limit indicated in [10]. The wirelength results and
comparisons are listed in column 4-12 of Table 2. The data
show that the iterations of stage 4-6 can reduce tapping wire-
length by 33%-53% with only 0.5%-4.8% penalty on signal
wirelength increase. In fact, the total wirelength is reduced
by 2.7%-8.3%. The CPU time is at the rightmost column of
Table 2. As one can see that most of runtime is dominated
by the placer. Our method converges within five iterations
for all these circuits.

9. CONCLUSION
In this paper, we propose an integrated placement and

skew optimization method for a novel clocking technique -
rotary traveling wave clock, which is superior to the conven-
tional clocking on both power dissipation and tolerance to
variations. By utilizing intentional skew management and
latch clustering, both the phase and physical location con-
straints of the rotary clocking can be satisfied. To the best
of our knowledge, this is the first placement and skew op-
timization work for rotary clocking. Experimental results
on benchmark circuits validated the effectiveness of our ap-
proach. Since our method enables a concurrent clock net-



Ave latch-ring dist Tapping wirelength Signal wirelength Total wirelength CPU(s)
Circuit Stage 3 Final Stage 3 Final Imprv Initial Final Imprv Stage 3 Final Imprv Stg 2-5 mPL
s9234 282.6 132.2 38150 17852 53.2% 244485 245692 -0.5% 282635 263544 6.8% 52 271
s5378 194.4 127.1 31878 20842 34.6% 260931 264128 -1.3% 292809 284970 2.7% 21 449

s15850 240.9 160.9 136351 91050 33.2% 643336 653033 -1.5% 779687 744083 4.6% 191 991
s38417 369.6 220.1 525990 313152 40.5% 1634920 1712825 -4.8% 2160910 2025977 6.2% 191 712
s35932 342.7 219.8 592179 379751 35.9% 1735820 1755206 -1.1% 2327999 2134957 8.3% 20 1089

Table 2: Experimental results. The distance and wirelength data are in µm.

work and placement design, it is potentially useful for other
clocking methodologies like [14] as well.
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