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Abstract

In this paper we present a method which allows the sta-
tistical analysis of nanoelectronic Boolean networks with
respect to timing uncertainty and noise. All signals are
considered to be instationary random processes which is
the most general signal representation. As one cannot deal
with random processes per se, we focus on certain statis-
tical properties which are propagated through networks of
Boolean gates yielding the instationary probability density
function (pdf) of each signal in the network. Finally, sev-
eral values of interest as the error probability, the average
path delay or the average signal trace over time can be ex-
tracted from these pdf.

1. Introduction

Emerging device technologies are expected to enable the
design of digital systems with a much higher density of de-
vices than today, allowing unprecedented new products and
services. Therefore, there is a great attention to the research
of this kind of new nanoelectronic devices, which will lead
to a massive use of components, orders of magnitude higher
than today, with component reliabilities orders of magni-
tude lower than today.

Several approaches have been proposed through-
out the years in order to build reliable systems out of un-
reliable components which go back to the ideas of von
Neumann [6]. An interesting approach for future sys-
tems may be the concept of error tolerance as discussed
in [2], i.e. for many applications it is not necessary to get
100% error free results but to achieve a certain level of re-
liability. The most popular example here may be a video
processing unit where a single pixel error is not rec-
ognized by the user but many of them certainly are.
That is the average error has to be kept below a cer-
tain level.

Statistical analysis is perfectly suited for this kind of ap-
proach. This has already been exploited for the statistical
static timing analysis (statistical STA) as e.g. discussed in
[3, 4] and a design methodology based on Markov Random
Fields is proposed in [1] dealing also with the probability of
logic values.

Logic values become increasingly critical when the sup-
ply voltages further decrease and the logic thresholds ap-
proach the thermal noise floor.

Nevertheless, each of these approaches consider either
timing or logic levels but not both. Within this paper we
propose a method which allows one to deal with the tim-
ing and the logic levels at a time within a single simulation
environment.

We use the notation from [5] for probabilities, random
variables, random processes etc. We do not use any units for
logic levels, time instances or noise power because they are
simply not important for the principle of the proposed ap-
proach. Thus, the physical values can be considered to be
normalized.

The remaining paper is organised as follows: In Sec. 2
the signal description and the gate models which are used
throughout this work are introduced followed by a simpli-
fied consideration in Sec. 3. Experimental results are pre-
sented in Sec. 4 and the paper is concluded with Sec. 5.

2. Theoretical Analysis

Within this section we introduce the signal representa-
tion which is used throughout this work. Then, we present
how these signals are affected by the models of the Boolean
gates.

In order to be as general as possible, we model each sig-
nal by a random process, s(η, t), where η represents the re-
sult of a random experiment, and t is the time. This is the
most general description of a signal. Nevertheless, one can-
not deal with a random process per se. Thus, it is usually de-
scribed by its statistical properties, which in turn can be de-
termined if the joint probability density function (pdf) of ar-
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bitrary order N is known:

Fs···s(�s,�t) = P

(
N⋂

n=1

{η |s(η, tn) ≤ sn }
)
∀N ∈ N , (1)

with �s = (s1, ..., sN ) and �t = (t1, ..., tN ). This is usu-
ally not the case and the pdf up to order N = 4 is used
for statistical signal processing [5]. Nevertheless, the sig-
nal properties which are of interest for this work can be ex-
tracted from the pdf of order N = 1, fs(s, t). Hence, we
use this one as signal representation during this work. Con-
sequently, the term pdf refers in the following to this first
order pdf unless otherwise stated.

Consider as an example that you know the (time depen-
dent) pdf of an instationary random process at the output
of a logic circuit. In addition you know what values are ex-
pected at which time instance. Thus, you can easily deter-
mine the probability of error as a function of time and from
that the average error (e. g. due to process variations and
noise) at the output of the circuit. These results may be used
to accomplish a reliability-yield trade-off.

Boolean gates are modeled by networks of several basic
building blocks (BBB) throughout this work. These blocks
are in particular random delay, nonlinear transfer charac-
teristic, min- and max-operators. The pdf of the individual
signals are then transfered through this BBB-network which
can in turn be derived from a gate level schematic.

2.1. Transfer of the signal’s pdf through BBBs

In this section we consider the transfer of the random
processes through the individual basic building blocks used
for gate modeling particulary with regard to how the sig-
nal’s pdf is affected by each BBB.

Transfer of pdf through random delay Consider a instation-
ary random process x(η, t) at the input of a delay element.
The delay of the delay element is not known exactly but can
be described by a random variable T(η) which may or may
not be statistically independent from x. The output of the
delay element is – as the input – described by an instation-
ary random process y(η, t).

In order to find the pdf fy(y, t), we consider at first the
cumulative distribution function (cdf) Fy(y, t):

Fy(y, t) = P ({η |y(η, t) ≤ y)})
= P ({η |x(η, t − T(η)) ≤ y)})

=

y∫
−∞

∞∫
−∞

fxT(x, τ, t − τ)dτdx , (2)

where fxT(x, T, t) denotes the joint pdf of x(η, t) and T(η).
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Figure 1. (a): Nonlinear transfer characteris-
tic as used for this work, (b): Sample output
cdf with steps at y=0 and y=1.

From this expression the pdf can be derived:

fy(y, t) =
∂Fy(y, t)

∂y
=

∞∫
−∞

fxT(y, τ, t − τ)dτ . (3)

In the case that x and T are statistically independent Eq. (3)
simplifies to:

fy(y, t) =

∞∫
−∞

fx(y, t − τ)fT(τ)dτ . (4)

Thus, if statistical independence can be assumed, the pdf of
the output signal solely depends on the pdf of the input sig-
nal and the statistical properties of the delay element itself.
The joint pdf is not needed anymore.

Transfer of pdf through nonlinear transfer characteristic In
this section we deal with the transfer of a given pdf through
a certain subset of memoryless systems exhibiting a nonlin-
ear transfer characteristic y = g(x), i.e. the considered sys-
tems have a transfer characteristic given by:

g(x) =

⎧⎨
⎩

1 if x < xl

g̃(x) if xl ≤ x ≤ xh

0 if x > xh

(5)

where g̃(x) is a strictly monotonic decreasing function with
g̃(xl) = 1 and g̃(xh) = 0 as depiceted in Fig. 1a. Under
these constraints, the cdf of the output signal y(η, t) can be
derived as:

Fy(y, t) =

⎧⎨
⎩

0 if y < 0
P ({η |x(η, t) ≥ h(y))}) if 0 ≤ y ≤ 1
1 if y > 1

,

(6)
where h(y) denotes the inverse function of g̃(x). With
P ({η |x(η, t) ≥ h(y))}) = 1−Fx(h(y), t) the cdf Fy(y, t)
exhibits two steps. The first one occurs at y = 0 with height
1 − Fx(xh, t) and the second one at y = 1 with height



1 − (1 − Fx(xl, t)) = Fx(xl, t) as can be seen in Fig. 1b.
Thus, for the pdf of the output applies:

fy(y, t) = δ(y) (1 − Fx (xh, t)) + δ(y − 1)Fx (xl, t)

−fx(h(y), t)
∂h

∂y
(H(y) − H(y − 1)) , (7)

where H(y) denotes the Heaviside and δ(y) the Dirac delta
function.
Transfer of pdf through min- and max-operators The basic
configuration considered in this section is as follows: The
two signals x(η, t) and y(η, t) serve as inputs of a two-input
one-output processing block. The output of this block is de-
noted with z(η, t) and adopts the input value which is either
less or greater than the other one, depending on the type of
processing block. The min-operator propagates the less in-
put value whereas the max-operator propagates the greater
one to the output.

The cdf of the output of the max-operator is given by:

Fz(z, t) = P ({η |x(η, t) ≤ z)} ∩ {η |y(η, t) ≤ z)}) ,
(8)

which yields the pdf of z(η, t):

fz(z, t) =
∂

∂z

⎛
⎝ z∫
−∞

z∫
−∞

fxy(x, y, t, t)dxdy

⎞
⎠

=

z∫
−∞

fxy(z, y, t, t)dy +

z∫
−∞

fxy(x, z, t, t)dx , (9)

where fxy(x, y, t1, t2) denotes the joint pdf of the instation-
ary random processes x and y.

In the case that x and y are statistically independent, the
result from Eq. (9) becomes:

fz(z, t) = fx(z, t)

z∫
−∞

fy(y, t)dy + fy(z, t)

z∫
−∞

fx(x, t)dx

(10)
For the cdf of the min-operator output holds accordingly:

Fz(z, t) = P ({η |x(η, t) ≤ z)} ∪ {η |y(η, t) ≤ z)}) ,
(11)

resulting in a pdf

fz(z, t) =
∂

∂z

⎛
⎝1 −

∞∫
z

∞∫
z

fxy(x, y, t, t)dxdy

⎞
⎠

=

∞∫
z

fxy(z, y, t, t)dy +

∞∫
z

fxy(x, z, t, t)dx , (12)

which finally leads to

fz(z, t) = fx(z, t)

∞∫
z

fy(y, t)dy + fy(z, t)

∞∫
z

fx(x, t)dx

(13)

T(η) g(x)w(η, t) z(η, t)

n(η)

v(η, t)
u(η, t) z(η, t)Tu(η)

Tv(η)
g(x)

n(η)
v(η, t)
u(η, t) z(η, t)Tu(η)

Tv(η)
g(x)

n(η)

MAX

x

x

x

y

y

y

MIN

Figure 2. Composition of logic gates from
presented BBBs. From top down: NOT-,
NAND- and NOR-gate.

in the case of statistical independence.

2.2. Composition of logic gates from BBBs

This section deals with the idea to replace the gates of
a Boolean network with the BBB discussed in the previous
section. In the scope of this paper we will limit our consid-
eration to NOT, NAND and NOR gates, whereas the latter
two have two inputs.

The BBB representation of these three types of gates is
depepicted in Fig. 2 and is self-explanatory.

For convenience, we use the same nonlinear character-
istic for all gates. This idealized characteristic, g(x), out-
puts a ’1’ as long as the input signal, x, is less than a certain
threshold, xt, and ’0’ otherwise. Thus, it can be described
in analogy to Eq. (5) by:

g(x) = lim
ε→0

⎧⎨
⎩

1 if x < xt − ε
− 1

2εx + xt+ε
2ε if xt − ε ≤ x ≤ xt + ε

0 if x > xt + ε
,

(14)
which yields the inverse function h(y) as introduced with
Eq. (6) and the pdf of the output signal from Eq. (7):

h(y) = lim
ε→0

−2εy + xt + ε = xt ⇒ ∂h

∂y
= 0 (15)

fy(y, t) = δ(y) (1 − Fx (xt, t))
+δ(y − 1)Fx (xt, t) . (16)

This expression reflects the property of logic gates to re-
store the logic value of the signal, i. e. additive noise on
the input signal may lead to wrong logic values at the out-
put but the output of the this transfer characteristic is either
’0’ or ’1’ (apart from the singularity occuring at x = xt).

The additive stationary noise at the output of each gate
is treated by simply convolving the noise’s pdf with the sig-
nal’s pdf, i. e. by replacing δ(y) with fn(z) and δ(y − 1)



with fn(z − 1) in Eq. (16):

fz(z, t) = fn(z) (1 − Fx (xt, t)) + fn(z − 1)Fx (xt, t) .
(17)

Thus, in this model, the output signal is corrupted only by
the noise generated by the gate itself. The noise from the in-
put(s) only has an influence on the probability that the out-
put adopts its correct value.

3. Simplified Signal Model

The previous section reflects the fact that the pdf of
all signals at the output of the gates (i. e. after the ideal-
ized nonlinear transfer characteristic) can be expressed by
Eq. (17). Note that signals at the output of the min- or max-
operator, respectively, cannot be described by Eq. (17).
Nevertheless, this is again possible for the output signal of
the subsequent nonlinear transfer block.

In addition we now make the assumption that all station-
ary noise processes are Gaussian distributed with power Nx
and zero mean. Thus, each signal’s pdf is fully determined
by the noise power and a conventional time dependent func-
tion Ex(t) = Fx(xt, t).

It is interesting to note, that the function Ex directly re-
flects the time dependent expected value of the random pro-
cess x(η, t):

E{x(η, t)} =

∞∫
−∞

xfx(x, t)dx = Fx(xt, t) = Ex(t) . (18)

Thus, the function Ex(t) directly describes how the signal
changes on an average over time.

Consider as an example a signal x(η, t) which changes
its state from ’0’ to ’1’ at a time instance T(η), which is not
known exactly but can be described by a random variable
determined by its pdf fT(T ). In addition, this signal is cor-
rupted by additive noise. The noise process is assumed to
be stationary and defined by its pdf fn(n). Thus, the pdf of
the signal x(η, t) is given by

fx(x, t) = fn(x)

∞∫
t

fT(τ)dτ

︸ ︷︷ ︸
1−Ex(t)

+fn(x − 1)

t∫
−∞

fT(τ)dτ

︸ ︷︷ ︸
Ex(t)

.

(19)
In this section we analyse how the function Ex(t) is af-

fected by our model gates.
In the case of the delay the following holds from Eq. (4)

and Eq. (17):

fy(y, t) = fn(y)

∞∫
−∞

(1 − Ex(t − τ)) fT(τ)dτ

+fn(y − 1)

∞∫
−∞

Ex(t − τ)fT(τ)dτ

= fn(y)

⎛
⎝1 −

∞∫
−∞

Ex(t − τ)fT(τ)dτ

⎞
⎠

+fn(y − 1)

∞∫
−∞

Ex(t − τ)fT(τ)dτ

⇒ Ey(t) = Ex(t) ∗ fT(t) , (20)

where “*” denotes the linear convolution. Thus, the ex-
pected value of the output is just the expected value of the
input convolved with the pdf of the delay, whereas the noise
power remains unchanged.

If this signal is now passed through the nonlinear transfer
charactersitic, the function Ez(t) is obtained, where z(η, t)
is the output random process of our model inverter:

Ez(t) =

xt∫
−∞

fy(y, t)dy

= Fn(xt) (1 − Ey(t)) + Fn(xt − 1)Ey(t) (21)

Things become more complicated in the case of the
NAND and the NOR gate. This is because the output of the
min- and max-operator cannot be expressed by Eq. (17).
Thus, we will derive the output of these gates the follow-
ing way: The output pdf, fx(x, t), of the min- and max-
operator is derived as a function of Nũ, Nṽ, Eũ and Eṽ,
where ũ(η, t) and ṽ(η, t) are the input signals to the min-
and max-operator, respectively. The function Ez for the out-
put of the entire gate can than be derived from fx(x, t).

For the output’s pdf of the max-operator arises from
Eq. (10):

fx(x, t) = [fnũ(x)(1 − Eũ(t)) + fnũ(x − 1)Eũ(t)]
× [Fnṽ(x)(1 − Eṽ(t)) + Fnṽ(x − 1)Eṽ(t)]
+ [fnṽ(x)(1 − Eṽ(t)) + fnṽ(x − 1)Eṽ(t)]
× [Fnũ(x)(1 − Eũ(t)) + Fnũ(x − 1)Eũ(t)]

(22)

From that result, the function Ez for the output of the entire
NOR gate can be derived:

Ez(t) =

xt∫
−∞

fx(x, t)dx = (1 − Eũ)(1 − Eṽ)αũṽ

+Eũ(1 − Eṽ)βũṽ + (1 − Eũ)Eṽγũṽ + EũEṽδũṽ,

(23)



where the constants αũṽ, βũṽ, γũṽ and δũṽ are given by:

αũṽ =

xt∫
−∞

fnũ(x)Fnṽ(x) + fnṽ(x)Fnũ(x)dx

βũṽ =

xt∫
−∞

fnũ(x − 1)Fnṽ(x) + fnṽ(x)Fnũ(x − 1)dx

γũṽ =

xt∫
−∞

fnũ(x)Fnṽ(x − 1) + fnṽ(x − 1)Fnũ(x)dx

δũṽ =

xt∫
−∞

fnũ(x − 1)Fnṽ(x − 1)

+fnṽ(x − 1)Fnũ(x − 1)dx.

Accordingly, the function Ez for the output of the NAND
gate is also given by Eq. (23), when αũṽ is replaced by α̂ũṽ,
βũṽ by β̂ũṽ and so on. Here, the constants α̂ũṽ, β̂ũṽ, . . . fol-
low the same definition as αũṽ, βũṽ, . . . but with Fnũ(x) re-
placed by (1−Fnũ(x)) and Fnṽ(x) by (1−Fnṽ(x)), respec-
tively.

These results merge into classical Boolean logic, when
no noise is present and the functions Eũ and Eṽ take the
(constant) value ’0’ or ’1’, respectively. In this case holds:
αũṽ = 1, βũṽ = γũṽ = δũṽ = 0 and α̂ũṽ = β̂ũṽ = γ̂ũṽ = 1,
δ̂ũṽ = 0. The output of the NOR gate is then given by
Ez = (1 − Eũ)(1 − Eṽ) and for the output of the NAND
gate holds accordingly Ez = (1 − Eũ)(1 − Eṽ) + Eũ(1 −
Eṽ) + (1 − Eũ)Eṽ.

The preceding results can consequently be summerized
as follows: Each signal at the ouput of a model of a Boolean
gate is described by one parameter, the power Nx of the ad-
ditive noise at the gates output which reflects the corrution
of the signal due to (thermal) noise, and the time dependent
expected value Ex which reflects the average change of the
signal over time. This function also incoperates the uncer-
tainty of the time instance when the signal changes its state.

Analyzing Boolean network is now performed the fol-
lowing way: The input signals are represented as explained
above. These signals are then propagated from gate to gate
through the network. This is very easy for the noise power
because this only depends on the outout of the gate under
consideration. The main task encompasses the propagation
of the function Ex.

As can be seen from Eq. (21) and Eq. (23), the expected
value function(s) of the input(s) is weighted with certain
constants which can be determined either analytically or, if
this is not possible or desirable, by means of numerical in-
tegration. In addition, algebraic operations are performed
with the input functions. These operations are collected in a
special data type together with the corresponding constants.
Thus, after performing this kind of analysis, the pdf of each
signal in the Boolean network is known implicitly. From

that, many properties of the signals of interest can be de-
rived by evaluating the corresponding data structure. Thus,
it is e. g. possible to derive the probability of error at a cer-
tain time instance, or the average error probability, or the
expected value at a certain time instance, etc. These results
can subsequently be used to both analyze and optimize the
circuits reliability and timing properties.

4. Experimental Results

We applied our theory to a model NAND gate as de-
picted in Fig. 2. The inputs have been chosen to be a Heavi-
side function and a shifted Heaviside function, respectively.
That is, the first input changes its state from ’0’ to ’1’ at
t = 0 whereas the second input performs the same transi-
tion at t = 1.

Each of these signals is corrupted by additive white
Gaussian noise with noise power Nu = 0.1 and Nv = 0.2,
respectively, followed by passing the signals through ran-
dom delays. Both random delay elements are statistical in-
dependent and Gaussian distributed with mean µTu = 0.1
and µTv = 0.2 as well as a standard deviation of σTu =
σTv = 0.01, respectively.

The threshold of the subsequent nonlinear transfer char-
acteristic has been chosen to be xt = 0.5 and the power of
the output noise is given by Nz = 0.04.

This operation has been performed by two different
methods. In the first place, we derived the pdf of the out-
put by the methods described in this paper especially in sec-
tion 3. Secondly, the statistics of the output have been de-
rived using the straight forward way: The input signals are
represented by vectors of samples to which the correspond-
ing noise vectors are added. Each resulting vector is delayed
by a random number of samples and the minimum is de-
rived on a sample by sample basis. Finally, the elements of
the accrued vector are either set to ’0’ or to ’1’ depending
on if the element is greater or less than xt = 0.5. This proc-
dure is repeated for 10000 times and the output pdf fz(z, t)
can finally be estimated by determining a time dependent
histogram. The calculated and the estimated pdf of the out-
put are depicted in Fig. 3a and Fig. 3b, respectively.

The expected value Ez(t) can also be estimated by aver-
aging the result for each time instance. This is shown in
Fig. 4. The solid (blue) line represents the estimated ex-
pected value derived by conventional simulation methods
whereas the dashed line (red) is determined from Eq. (23).

5. Conclusions and Future Work

In this paper an approach for the statistical analysis of
combinatorial circuits is presented taking into account both
timing uncertainty and noise. This is especially important
for emerging technologies which are expected to be very
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Figure 3. Pdf of output signal derived (a) analytically and (b) simulated.
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sensitive to disturbances and noise and to be subject to
process variations. The presented theoretical models make
no restriction to correlation between signals and the shape
of nonlinear transfer characteristics of the combinatorial
gates except that the latter have to be monotonic decreasing
within a certain interval. The model is simplified by choos-
ing a certain type of this characteristic and assuming that all
signals are statistical independent. This simplified model is
applied to a sample gate and compared with conventional
statistical analysis resulting in perfect agreement.

The future work includes the comparison of the results
obtained by the model gates used in this work with that
achieved with real logic circuits of different technologies. In
addition, a method has to be developed to deal with correla-

tion between signals. Even though this is already included
in the general theory the required joint pdf are usually not
known in practice. Thus a method is needed to either prop-
agate them through the network or model the network in a
manner that the assumption of statistical independence can
be applied.
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