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Abstract

Simultaneous switching noise due to inductance in VLSI packaging
is a significant limitation to system performance. The inductive
parasitics within IC packaging causes bounce on the power supply
pins in addition to glitches and rise-time degradation on the signal
pins. These factors bound the maximum performance of off-chip
busses, which limits overall system performance. Until recently,
the parasitic inductance problem was addressed by aggressive pack-
age design which attempts to decrease the total inductance in the
package interconnect. In this work we present an encoding tech-
nique for off-chip data transmission to limit bounce on the sup-
plies and reduce inductive signal coupling. This is accomplished
by inserting intermediate (henceforth called ”stutter”) states in the
data transmission to bound the maximum number of signals that
switch simultaneously, thereby limiting the overall inductive noise.
Bus stuttering is cheaper than expensive package design since it
increases the bus performance without changing the package. We
demonstrate that bus stuttering can bound the maximum amount
of inductive noise, which results in increased bus performance even
after accounting for the encoding overhead. Our results show that
the performance of an encoded bus can be increased up to 225%
over using un-encoded data. In addition, synthesis results of the
encoder in a TSMC 0.13um process show that the encoder size and
delay are negligible in a modern VLSI design.

1. Introduction

Advances in VLSI fabrication technologies have led to a dramatic
increase in the on-chip performance of integrated circuits. The in-
crease in [C performance is predicted by the International Technol-
ogy Roadmap for Semiconductors (ITRS) [1] to continue doubling
every 18 months, following Moore’s Law, for at least the next several
years [2]. However, package performance is predicted by the ITRS
to only double over the next decade. This imbalance in performance
expectations between the IC and the package is a major concern for
system designers. The main limitation of the package performance
is the parasitic inductance present in the level 1 (from IC die to
package) and level 2 (from package to board) interconnects [3, 4, 5].
The inductance factors that affect signal speed and integrity are as
follows:

¢ Supply bounce: Typically supply (Vss and Vpp) pins are in-
terspersed at regular intervals between signal pins. Every n*
pin is a Vss or Vpp. The supply bounce is proportional to
the number of pins switching low or high that return current
through a particular Vss and Vpp pin. In the case of Ground
bounce, the noise is expressed as:

Vino = L3 (%) 1)
k

Where L is the self-inductance of the Vss pin, and 37, (%) is
evaluated over the number of signal pins switching low that
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placement of power and signal pins is regular, we can compute
this quantity as half the number of signal pins switching low
to the immediate right of the Vss pin and half the number
of signal pins switching low to the immediate left of the Vsg
pin. Since each signal always has a Vsg pin to the left and
to the right, we assume that if it switches low, then half the
switching current is supplied by the Vsg pin to its left, and
the other half by the Vgs pin to its right. In a similar manner,
a supply voltage droop is encountered on Vpp pins as well.

o Glitching. If a signal pin j is static, then a glitch may be
induced in its voltage due to neighboring pins which switch.
This is governed by the expression

; dig
Vg]litch = Z +(Mjn E) (2)
k

where i), is the current in the k" pin, and M;y is the mutual
inductance between the j%* pin being considered and the k**
pin. The sign of the coupled voltage is positive or negative
depending on whether the £*" neighboring pin undergoes a
rising or falling transition.

e Switching speed. When a signal is switching, coupled voltage
due to neighboring signal pins that are also switching (Equa-
tion 2) can speed up, slow down, or not affect the switching
speed of a particular signal. Since the sign of the coupled
voltage from any neighboring signal depends on the polarity
of its edge, equal and opposite magnitudes of coupled voltages
from different neighbors can cancel and leave a net effect of
zero on the victim signal. This behavior can be exploited such
that only patterns that either do not affect or aid the victims
switching speed should be allowed by the encoding algorithm.

The traditional approach to reducing the parasitic inductance
within the package has been through aggressive package design. We
are currently seeing success in the application of chip-scale and flip-
chip technologies in level 1 interconnect for high-end applications.
While such technologies decrease the above mentioned inductive
effects, they are still relatively expensive for the majority of ICs.
Further, they do not completely eliminate the inductive problems.
Level 2 interconnect has been improved by moving toward surface
mount and grid array style packaging. While these technologies are
becoming affordable due to process improvements, they do not com-
pletely eliminate the inductance problem either. While aggressive
package design assists in the problem, it is a slow and expensive
process to develop new packages.

In this paper, we present a technique to reduce inductive cross-
talk in the interconnect by eliminating the switching patterns being
transmitted off-chip which induce noise above a user-specified limit.
This is accomplished by inserting intermediate (stutter) states in the
data transmission. These stutter states act as intermediate points
between arbitrary bus vectors that would normally require a tran-
sition that resulted in a high level of switching noise. The stutter
states are chosen such that transitions to and from the stutter states



meet the noise requirements. These stutter states are ignored by the
receiver but result in a reduced number of simultaneously switching
signals in the off-chip data. This reduced number of switching sig-
nals translates into a higher per-pin datarate and increased bus per-
formance. Our results show that the bus performance is increased
even after accounting for the overhead due to the stutter states.

We begin by constructing a set of equations which encode the
constraints that any legal transitions must satisfy to avoid supply
bounce, signal glitching, and signal edge speed degradation. The
degree of supply bounce, glitching and edge speed degradation that
can be tolerated are expressed by means of user-specified parame-
ters. From this set of equations, we construct a set of illegal tran-
sitions that the bus should avoid to bound switching noise to a
user-defined level The set of illegal transitions is then used by the
encoder to calculate the values and number of stutter states that
must be inserted between vectors that originally resulted in an ille-
gal transition. The output of the encoder is a transition map that
shows how any vertex can transition to any other vertex without
using an illegal transitions. In some cases, the transition may be di-
rect. In other cases, the transition may require 1,2,..,(2%Wseament _1)
stutter states for a given bus segment size. The encoder guarantees
that all transitions on the bus, including the stutter transitions, do
not use any illegal transitions which results in a bounded amount
of switching noise.

We show that the inter-chip bus throughput is increased as much
as 225% for a 6-bit bus segment by using our encoding technique.
The encoder overhead increases with bus segment width but is still
shown to increase overall bus performance for noise limits of 5%,
10%, and 15% of Vpp for bus segments up to 8-bits wide. The con-
struction of the encoding algorithm is scalable to all sizes of off-chip
husses by repeating identical, smaller encoded bus segments unitil the
number of signal pins is reached. Finally, stutter encoders of vary-
ing size and aggressiveness are implemented and synthesized using
a TSMC 0.13um CMOS process. The functionality, size, and delay
of the stutter circuitry demonstrates that this technique is suitable
for incorporation into a modern VLSI design.

The rest of this paper is organized as follows. Section 2 provides
the definitions used in the rest of this paper. Section 3 describes
previous work on this topic. Section 4 provides the method used to
translate switching noise into bus performance. Section 5 presents
our stutter encoding scheme to reduce inductive cross-talk. Experi-
mental results are presented in Section 6, and conclusions are drawn
in Section 7.

2. Preliminaries and Terminology

Consider k segments of bus, with the 5" segment consisting of n
signals b},b],b3 --- b/, _,. Let the vector sequence on segment j be
denoted as v7.

For example, if we had a Vss and Vpp pin repeating after every 3
signal pins, the segments would consist of 5 pins. If the bus consisted
of 15 signal pins, then we would implement it using 5 such segments.

e Definition 1 : A Vector Sequence v/ is an assignment of
values to the signals bl as follows:

bl =v!, (where 0 <i<n—1andv/ €{0,1,-1}).

Note that v/ = 1(—1) indicates that the i*" signal of the j**
bus segment is rising (falling), while v; = 0 indicates that it is
either statically low or high.

e Definition 2 : A Legal Vector Sequence (modulo inductive
cross-talk) v is an assignment to the signals b; such that:

— If b; is a supply pin, the total bounce on this pin is
bounded by Py, volts, where Py, is a user-specified con-
stant.

— if b; is a signal pin which is static during the vector se-
quence, the glitch on this pin has a magnitude bonunded
by Py volts, where P, is a user-specified constant.

— if b; is a signal pin which is switching during the vector se-
quence, the switching speed of this pin is not degraded
due to the effect of inductive cross-talk. Note that we
can make this restriction stricter — by specifying that b;’s
transition is in fact sped up due to inductive cross-talk.

Figure 1 shows an example of a bus using this terminology. Tn
this figure, the bus consists of 3 (k = 3) bus segments (j — 1, 7, and
j +1). We define the number of signals in any segment as Wpys.
Each segment contains one Vgs pin and one Vpp pin giving the
total size of any bus segment as n = (Wsys + 2). Each pin has a
self inductance of Li1 and a mutual inductive coefficient ki. to the
it" neighboring pin. The transition on any pin is given by v] which
can take on a value of 0 (static), 1 (rising), or -1 (falling). Using
this framework, any size bus can be represented by changing W,
or adding additional segments. In addition, the transition of any
pin (v]) can be represented where signal pins can take on values of
0, 1, or -1 while Vss and Vpp pins always take on a value of 0.
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Figure 1: Example Bus Configuration

3. Previous Work

There has been much work into the reduction of parasitic induc-
tance through package advancement [3, 6, 5]. Since the performance
limitation is caused by the parasitic inductance in the level 1 and
level 2 interconnects of the IC package, many packaging technolo-
gies have been developed to reduce this inductance. Table 1 shows
the parasitic inductance values for three industry standard pack-
ages (a Quad FlatPak (QFP) with wire bonding, a Ball Grid Array
(BGA) with wire bonding, and a flip-chip BGA package). In this
table, Lgeiy is the self-inductance of a pin, and the columns to its
right are the mutual inductive coupling coefficients of successive
neighbors of this pin. This table illustrates the evolution of package
development over the past 10 years and the cost associated with
moving toward packages that posses less inductive parasitics [7].
Since cost is the largest barrier to moving toward advanced pack-
aging, any technique that can increase off-chip bus performance
without changing the package is of considerable value [7].

[ Package | L.y | Ki | Ko | Kz | Kqa | Ks [ Costpin |
QFP-wb 4.550nH 0.744 0.477 0.352 0.283 0.263 $0.22
BGA-wb | 3.766nH | 0.537 | 0.169 | 0.123 | 0.097 | 0.078 $0.34
BGA-fe 1.244nH 0.630 0.287 0.230 0.200 0.175 $0.63

Table 1: Self and Mutual Inductance Values for Modern
Packages

Techniques have also been presented to minimize the inductive
problems due to packaging without changing the package. All of
these techniques attempt to reduce the total amount of switching
noise by reducing the instantaneous switching current. Pipeline
damping was presented in [8] where the authors attempt to minimize
peak current levels by using a multi-valued output driver. While this
approach improves performance by reducing the indnctive ringing,
it requires complex circuitry to implement the multi-valued output



driver. In addition, while the occurrence of the maximum current
spikes are reduced, they are not completely eliminated.

CODECs have also been presented [9] that limit the total number
of simultaneously switching signals with the same transition direc-
tion. This has the effect of reducing the power supply bounce by
limiting the total amount of current flowing through the power sup-
ply pins at any given time. This technique reported performance
improvements but only considered the supply bounce and not the
signal-to-signal cross-talk.

Switching noise reduction has also been attempted by simply de-
laying the edges of off-chip data relative to each other [10]. This
technique reduces the peak currents pulled through the package
instantaneously by making the edges occur at different points in
time. This technique has the drawback that by delaying the edges
relative to each other, the timing margin is reduced when using a
synchronous or source synchronous clocking architecture. The re-
duced timing margin due to delayed edges will eventually limit the
bus performance. A technique that can maintain tight timing rela-
tionships between edges and still reduce switching noise is desired
to optimize the performance of the bus. Tn [11], a memory-based
encoding scheme was reported, which avoided inductive cross-talk
inducing patterns by growing the bus size. Tn contrast to this ap-
proach, our work avoids increasing the bus width, avoiding the noisy
bus sequences by introducing intermediate stutter states.

Our work improves upon previous techniques by additionally con-
sidering signal rise-time degradation and glitching due to induc-
tive cross-talk. In our approach, the maximum switching noise is
bounded, which increases bus performance without changing pack-
ages or inserting channel-to-channel delay.

4. Performance Model

The amount of switching noise will directly effect the speed at
which an off-chip bus can operate. The amount of noise that can be
tolerated depends on the system but is usually between 5% to 15% of
Vop [16]. For this work we define arbitrary noise limits that bound
the total amount of supply bounce (Pyn.), glitch magnitude (F),
and edge coupling (P (rising) and P_;(falling)). Py, is the amount
of supply bounce noise in the system as a percentage of Vpp where
Py <1 and the total amount of supply bounce is Pyn.-Vpp. The
total supply bounce noise can be expressed using equations 1 and 2.
The supply bounce can also be bounded by setting the expression
less than or equal to a user-defined noise limit, (i.e., PyneVpp).
Equation 3 gives the relationship between supply bounce noise and
the user-defined noise limit Py,.. In this expression, it is assumed
that the worst-case switching pattern is present when evaluating the
maximum noise in the system.

di di
anc'VDDZLll'Wbus’(é)‘i_ZMlk(é) (3)

Similar expressions can be written for the signal coupling noise
limits I:)()7 Pl, and P_l.

di

Po-Vop 2y Mi(5) (4)
di

Py_1y-Vpnp ZZMlk(é) (5)

The summation in the equations above is for a fixed number of
pins on either side of the pin under consideration. These expressions
relate switching noise to the package parameters (Table I) and %.
To translate the switching noise to bus performance, we first define
slewrate as:

dv  di

I} te= — = — 6

slewrate = — = — (6)

where Zj,q.q4 is the characteristic impedance of the transmission
line being driven on the printed wiring board on which package is

: Zlon,d

loaded. The rise time of the signal is defined as the time it takes
to switch from 10% to 90% of the DC output value (80% of Vpp).
This can be expressed in terms of slewrate by:

_ 0.8-Vbp 7)

trise
slewrate

The rise time can then be used to define the minimum Unit In-
terval (UI) that can used in a robust digital system [17, 18, 19]:

UImln = (15) . (tm'se) (8)

The Ul,,in defines the minimum duration of the data valid win-
dow in order to transmit a logic symbol successfully. This corre-
sponds to the maximum data rate of a signal as follows [17, 18,
19]:

1
Ul 9)
The total system throughput TP of the bus can now be expressed
as TP = DRyaz - Wiius. Using equations 3 through 9 we can ex-
press bus performance in terms of the user-defined parameters Py,
Py, P, and P_y. If P,,. is the dominating noise source, then the
maximum datarate is expressed as:

DRmaz =

anc ¥ Zload
(1‘5) ' (08) ' [Lll * Whus + Z Mlk]

If Py,1,—1y is the dominating noise source, then the maximum
datarate is expressed as:

DR = (10)

P(O,l,fl) “ Zload
(15) - (0.8) - [> Mix] (11)

In Equations 10 and 11, Wy, is used to represent the worst-case
inductive switching pattern of the segment. This occurs when all of
the signal pins within the segment transition in the same direction.
When using these equations to predict the performance improve-
ment of the encoding techniques, Wy, is changed to Wyys—esr and
represents the total number of signals that are allowed to simulta-
neously switch by the encoder where Wyys—err<Wiys.

DRz =

5. Owur Approach

Our approach is to encode the off-chip data in a manner that
eliminates the worst-case switching patterns prior to traversing the
package. By eliminating the worst-case patterns, the maximum
amount of noise that is present can be reduced. This translates
into a faster datarate that can be achieved on the bus following
Equations 10 and 11.

This is accomplished by first determining which transitions will
not violate the user-defined noise limits Pyne, Po, P1, or P_1. A
series of constraint equations are created that can be evaluated for
each possible transition on the bus segment and indicate whether a
transition results in a noise limit violation. If a transition results in
a noise limit violation, then that transition is removed from the set
of legal transitions that is allowed in the off-chip transmission.

Using the remaining legal transitions, a directed graph is created.
The encoder algorithm is performed on the directed graph which
finds the path between all vertices using only legal transitions. In
the situation where two vertices cannot transition directly, an in-
termediate vertex is used to complete the transition. By using an
intermediate vertex, the bus can switch between the two original
vertices using only legal transitions within the directed graph. The
intermediate vertex is called a stutter state and is ignored by the re-
ceiver by gating out the source synchronous clock when the stutter
state is transmitted. Multiple stutter states can be used depending
on how aggressively the segment is constrained. This algorithm is
performed on a representative segment of the bus which is typically
much smaller than the entire bus.



5.1 Constraint Equations

The first step in creating the stutter encoder is to create a set
of constraint equations. The constraint equations are written so
that arbitrary transitions can be evaluated for noise limit violations.
When a transition is evaluated using the constraint equations and
violates one of the user-defined noise limits, the transition is flagged
as illegal and is removed from set of transitions that are allowed to
be driven through the package interconnect. Each of the possible
off-chip transitions are evaluated in each of the constraint equations.
After the evaluation is complete, a subset of legal transitions remain
which are used in the construction of the directed graph.

5.1.1 Supply Bounce Constraints

When a pin ¢ in segment j is a Vpp or Vsg pin, it is required that
the bounce magnitude due to the electrical parasitics in the package
must not exceed the user-defined noise limit Py,4. Since the pack-
age noise occurs only when transitions are present, the constraint
evaluations are performed on the transition values on the bus (i.e.,
v! =0/1/—1). The constraint equation takes into account the volt-
age noise due to the self-inductance of the supply pin in addition to
any mutual inductive coupling that occurs due to switching signals
in adjacent pins. By multiplying the coupling magnitude by the
transition value v}, the polarity of the transition is accounted for.
This handles the situations in which a static signal pin (vf =0) has
no coupling effect in addition to the cumulative nature of coupling
as multiple signal pins switch. The following constraint equation is
written for any pin within a bus segment j that is used for Vpp or
Vss and is being evaluated for a supply bounce violation:

.’Ug:VDDOT'VSSZ> ‘
Pyna - Vop > (%) - [(L11) - (N1/—1) + X [(Migr+n) - (Wl )]

In this constraint, N;,_; represents the total number of signals
that are rising (falling) in the bus segment for any given constraint
evaluation. When the pin under evaluation is a Vpp pin, N1 is nsed
to represent the worst-case supply bounce situation when signals
are transitioning from a logic 0 to a logic 1. When the pin under
evaluation is a Vss pin, N_1 is used to represent the worst-case
ground bounce situation when signals are transitioning from a logic
1 to a logic 0. The summation of the mutually coupled voltage is
evaluated over the range of pins that have a significant coupling
magnitude. Typically, signals with coupling coefficients less than
0.15 are ignored (Table 1) which reduces the computation time.

5.1.2 Signal Coupling Constraints

When a pin ¢ in segment j is a signal pin, it is required that
the coupled voltage onto that pin does not exceed any of the user-
defined noise limits for signal coupling. If the signal pin is static
(v!=0), then the glitch magnitude onto the victim pin must not
exceed FPy. As in the constraint equations for supply bounce, the
coupling contribution is multiplied by the transition value v! to
account for the polarity and cumulative effect of coupling due to
switching neighbors. The following constraint equation is written
for any signal pin within a bus segment j that is static (v]=0) and
being evaluated for a glitch violation:

. vf =0= ' ‘
Po-Vpp > (%) My ey 41y) - (UiJrk)]]

When a signal pin ¢ in segment j is transitioning from a logic 0
to a logic 1 (v!=1), it is required that the coupled voltage onto that
pin does not hinder the risetime. In this situation, the cumulative
nature of the mutual coupling can be exploited to actually aid the
transition on the victim signal pin. By requiring that the cumula-
tive coupling voltage on the victim pin either matches or exceeds
the user-defined noise limit Pi, it is also required that the victim
risetime is either unhindered or improved (i.e., sped up). The fol-
lowing constraint equation is written for any signal pin within a bus
segment § that is undergoing a positive transition (v]=1) and being
evaluated for a rising edge degradation violation:

. v{ =1= _ ‘
P Vop < (2) - [ZI(Migran) - (0l )]

In a similar manner, when a signal pin ¢ in segment j is transition-
ing from a logic 1 to a logic 0 (v] =-1), it is required that the coupled
voltage onto that pin does not hinder the falltime. By requiring that
the cumulative coupling voltage on the victim pin either matches
or exceeds the user-defined noise limit P_1, it is also required that
the victim falltime is either unhindered or improved. The following
constraint equation is written for any signal pin within a bus seg-
ment j that is undergoing a negative transition (v/=-1) and being
evaluated for a falling edge degradation violation:

. vf =—-1= _ ]
Poi-Vop <(59) - [Zl(Migein) - (vl )]

5.2 Constructing the Encoder

Transitions which result in a user-defined noise limit violation are
removed from the subset of legal transitions. The remaining legal
transitions are used to create the directed graph G which repre-
sents all of the legal paths between any two vertices. The graph is
represented implicitly and efficiently using ROBDDs [20, 21].

The stutter encoder is constructed by evaluating each vertex v, of
G(V, E) and finding the shortest path between vs; and any destina-
tion vertex vy in G using only legal edges of G (including self-edges).
In order to be able to construct a stutter encoder, the following con-
ditions must hold:

e There must exist at least two outgoing edges (including the
self-edge) for each v, € G.

e There must exist at least two incoming edges (including the
self-edge) for each vs € G.

These requirements ensure that for the directed graph G, each
vertex can reach at least one other vertex and can be reached by at
least one other vertex. If these requirements are not met, then the
user must relax the user-defined noise limits until both conditions
are met.

Given G, the algorithm first tests whether both of the above men-
tioned requirements are satisfied. The algorithm next attempts to
determine the number of intermediate steps required for a vertex
vs € G to reach another vertex vg € G. If vy can be reached with
just one edge, the algorithm records the transition as a direct tran-
sition (one that requires 0 stutter steps).

For the case where v, can not reach vqy with only one edge, then
at least one stutter state is needed to complete the transition. The
algorithm then attempts to find a path between v, and v4 using
two edges. Since the set of vertices Vy; that can be reached from vq
by means of a direct path is known, the algorithm simply needs to
find an edge from v to v € V4. Once such a path between v, and
vq is found, then the algorithm records the intermediate vertex as
a necessary stutter state which is required between v, and vg. This
process is repeated for transitions which require more stutter states.

Algorithm 1 contains the pseudo-code for the stutter encoder al-
gorithm. All transition_path variables are initially initialized to be
empty. The routine find_path(vs,vq,l) returns a shortest path from
the source v, to destination vq, with path length [.

The maximum possible number of stutter states that may be used
is (2"+ws —1). This represents the worst-case where in order to tran-
sition from v to v4, each and every other vertex within G must be
used as a stutter state. While this represents the absolute worst
case, experimental results have shown that the number of stutter
states is typically between 0 and 3 for bus segments up to 8 bits. It
should be noted that this analysis is only performed on a represen-
tative bus segment (which is typically very small compared to the
entire off-chip bus).



Algorithm 1 Constructing the Stutter Encoder
for (each v, € V) do
for (each v, € V) do
for (pathdength = 1; path-length < 2Wbus~'; path length + +) do

if (transition_path[vs,vq] == ¢) then
transition_pathlvs,vq] = find_path(vs,va4, path_length)
end if
end for
end for
end for

find_edge(vs,va,l)
if (v, ve, - U(l_l)S.T.((vs,U1) € EYA((va,v2) € BEYA-- ~/\((U(1_1),Ud) €
E)) then

return (vs, v1,va, -+
else

return ¢
end if

L U(1—1), Ud)

5.3 Encoder Overhead

To calculate the overhead of the stutter encoder, it is assumed
that each vector v, C V has an equal probability of occurring on
the bus. Using this assumption, a sequence of data patterns is
constructed, in which each and every sequence occurs on the bus
at least once. When this sequence is transmitted, the minimum
number of stutter states are inserted in the transition between any
pair of vectors. The maximum number of stutter states that will be
inserted in a sequence for any given encoder is 2"%»s~!. Equation
12 gives the overhead of the stutter encoder.

2(Wpye—1)

Overhead = (2221 (# Trans with k Stutters) -k

2(2-Whys)

) (12)

5.4 Decoder Construction

The stutter encoding technique assumes a source synchronous
clocking architecture. In source synchronous clocking, the bus clock
is generated at the transmitter and synchronized to the off-chip
data being transmitted. The clock is then transmitted along with
the data in the off-chip bus. By doing this, the timing correlation
between the clock and data is extremely tight. This architecture
has seen wide adoption in industry as a way to address channel-to-
channel skew and common mode noise.

The stutter encoding technique is specifically designed for a source
synchronous architecture. The encoding circuitry gates out the
source synchronous clock when stutter states are transmitted off-
chip. Since the receiving circuitry only acquires data on the rising
edge of the source synchronous clock, the stutter states are ignored.
In this manner, no special decoding circuitry is needed.

6. Experimental Results

To verify the feasibility of this encoding technique, experimental
results where performed the BGA, wire-bonded package listed in
table 1. For this package, a fixed % of 8 MA /s was used which cor-
responds to a one channel data rate of 222Mb/s using Equation 10.
As channels are added to the bus segment, the amount of switch-
ing noise increases. Figure 2 shows how the supply bounce noise
increases as signals are added to the segment following Equations 1
and 2. For these experiments, three noise limits were chosen (5%,
10%, and 15% of Vpp). Figure 2 illustrates that as channels are
added to the bus segment, these noise limits are violated. In order
to meet these noise limit requirements in an un-encoded system, the
per-pin datarate needs to be decreased as channels are added.

Segment sizes from 2 to 8 signal pins were encoded with our stut-
tering technique using the three sets of noise limits. In the 5% noise
limit, the user-defined noise parameters Py, Po, P1, and P_{ were
all set to 5% of Vpp. Similarly for the 10% and 15% noise limits.
The off-chip data was encoded such that the 8 MA /s was not de-
creased and no vector sequences were allowed that caused the noise
to exceed the user-defined limits. For these conditions, constraint
equations were written and evaluated for all possible transitions in
the bus segment. From the constraint evaluations, the subsets of
legal transitions were found for each of the noise limit conditions.
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Figure 2: Supply Noise Versus Bus Size for Un-encoded 8
MA /s Bus

These legal transitions where then used in the creation of directed
graphs which were evaluated using algorithm 1. Figure 3 shows the
overhead of the encoder designs. Table 2 lists the percentage of
transitions that require stutter states for each of the encoders.
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Figure 3: Overhead of the Stutter Encoding Technique

The stutter encoder ensures that the worst-case bus patterns are
never transmitted off-chip. This bounds the total number of simul-
taneously switching signals in the segment to Weys—erf. Whus—eyry is
then used in Equations 10 and 11 to calculate the improved datarate
and throughput of the encoded data. The net improvement must
account also account the overhead of the encoder. Figure 4 shows
the bus performance improvement when using the stutter encoder
technique. The improvement is in terms of the percentage increase
in throughput of the bus after including the encoder overhead. The
improvement of the 5% encoder reaches a performance maximum
of 225% at a segment size of 6-bits. After this, the overhead of the
stutter encoder begins to outweigh the increased per-pin datarate.
However, all three noise limits experience positive improvement up
to bus segment sizes of 8-bits even after considering the encoder
overhead.

| —5% Noise |
150 [ -+ 10% Moige |

120 || — 15% Noise ¢

Throughput Improvement (%)

1.0 20 30 40 50 6.0 70 a0
Physical Size

Figure 4: Bus Performance Improvement Due To Encoder



[ Noise Limit [[ Bus Size [[ Number of Stutter Steps |

| - - [ o [ t [2]3 ]
2 0] 0 | 0] O
3 969 | 31 | o | o
4 898 [102 | o | o
5% Limit 5 79.3 | 205 |02 | o
6 66.6 | 325 [ 0.9 | 0
7 534 | 44 26| o
8 411 | 534 | 54| 01
2 0] 0 [ 0] O
3 00| 0o | o] o
4 992 | 08 | o | o
10% Limit 5 969 | 31 | o | o
6 925 | 75 | o | o
7 85.9 [ 141 | o | o
8 773 | 226 01| o
2 0] 0 [ 0] O
3 00| 0o | o] o
4 00| 0o | o] o
15% Limit 5 99.8 | 02 | o | o
6 99.1 | 09 | o | o
7 974 | 26 | 0 | 0
8 945 | 55 | o | o

Table 2:
States

Percentage of Transitions Requiring Stutter

The encoders where then implemented using the Verilog HDL and
synthesized in a TSMC 0.13um CMOS process. The implementa-
tion consists of a pipeline in which each stage of the pipe was routed
to a multiplexer which drives the bus patterns off-chip. A state ma-
chine monitors the incoming data from the core of the IC to check
whether a stutter state is needed in the off-chip transmission. At
the beginning of circuit operation, the output of the first pipeline
stage is selected to be output of the multiplexer. When a sequence
of vectors occurs which require a stutter state, then the multiplexer
is switched to the state machine input where the appropriate stut-
ter state is output. After the stutter state(s) is output, then the
state machine switches the multiplexer back to the pipeline but now
selects the next stage of the pipe. The state machine continues to
monitor the pipeline for illegal adjacent states and inserts the ap-
propriate number of stutter states in the off-chip data transmission.
During the time in which a stutter state is being selected as the
output of the multiplexer, the control state machine gates out the
source synchronous clock. By gating out the clock, this insures that
the receiver will not latch in any of the stutter states. Figure 5
shows the schematic for the stutter encoder circuit.
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[ —————-— |—slutter_data_out[m:0]
data_in[m:0] —p0 el+—pa—p ol —JoaH

> > e 1% T

|| n=t n=2 n=3 n

clock_in —< —
siutter_state
Machine oulpul_sele

‘ Control State

clock_qual —
| — stutter_clock_out

Figure 5: Bus Stuttering Encoder Schematic

Tables 3 lists the delay and area required to implement the stut-
ter encoders in a TSMC 0.13um CMOS process. The combinational
delay in this table is left unoptimized to illustrate the relative dif-
ferences between encoder designs. However, this delay can easily be
hidden using advanced architectural techniques such as pipelining
of the combinational delay. The area of these encoders is shown to
be less than 1.5% for a 5mm? die size. These results illustrate that
the circuitry required for the encoders is fast and small enough to
be easily implemented in a modern CMOS process.

[ [[ Bus Size || Noise Limit |
| [ - [ 5% [ 10% ] 15% |
4 2.02 1.99 1.90
Delay (ns) 6 2.42 | 2.38 | 2.30
8 2.85 2.79 2.69
4 311k | 310k | 239k
Area (um?) 6 362k | 345k | 341k
8 389k | 368k | 359k

Table 3: Stutter Encoder Synthesis Results in a TSMC
0.13um Process

7. Conclusions

Simultaneous switching noise in IC packaging is one the limiting
factors to performance in modern systems. This issue has tradi-
tionally been handled through aggressive package design. However,
package design if often too slow and expensive for the majority of
applications.

In this work, we presented an encoding technique for off-chip data
transmission that will reduce switching noise by avoiding worst-case
transitions. By reducing the switching noise, the per-pin datarate of
the bus can be increased and the overall throughput can be improved
even after considering the overhead of the encoder. The encoding
technique involves inserting intermediate (stutter) states in the data
sequence to ensure that the worst-case noise patterns are never used.
The number of stutter states inserted depends on how aggressively
the user-defined noise limits are chosen.

Experimental results demonstrate that the encoding technique
improves bus performance for all segment sizes studied. For the 5%
noise limit, the stutter encoder achieved the greatest improvement
at a segment size of 6-bits with a 225% increase in throughput
compared to an un-encoded segment of the same size. Synthesis
is a TSMC 0.13um process indicated that the area and delay of the
encoders are negligible and can easily be implemented in a modern
VLSI process.
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