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Abstract—A formal methodology for the analysis of a closed loop can say assertively that the system designed is stable or not. Since
clock distribution and active deskewing network is proposed. In this active deskewing systems employ closed loop techniques, it can be
paper an active clock distribution and deskewing network is modeled modeled as a closed loop control system using state space equations
as a closed loop feedback system using state space equations. StaL?_ . . . . ’
space analysis allows systematic analysis of any clock distribution and 1hiS Paper describes an analytical approach using the state space
deskewing systems to determine various conditions under which a system equations in control theory. The proposed approach can be used
can over-compensate and become potentially unstable. Such an analysisto analyze the stability a given clock deskewing system using the
can be very useful to designers as they will be able to determine gyisting control system theories. We will illustrate how the state space
analytically as to how the clock deskewing system behaves. By using . T .
the proposed approach, repeated simulations can be greatly limited equations, both in Ilnear. gnd non-linear models, (?an be formulatgd
and maybe entirely avoided. We applied the proposed method to an @nd how some of the existing control system theories can be applied

experimental clock deskewing system to illustrate the effectiveness of the to optimize performance and to determine the stability of a given
proposed approach. The proposed approach can be further extended to 5ctive deskewing system.
determine performance of such systems under different configurations.

II. DESCRIPTION OF CLOCK DESKEWING SYSTEM
l. INTRODUCTION In the active clock deskewing system, the entire chip is divided

The current level of integration has made clock distribution afft0 many clock zones. Figure 1 shows a schematic of a 28-zone
increasingly difficult task. The increase in process and environméfpCk deskewing system.
variations due to aggressive scaling and integration has continued to
contribute to increase in clock skew. One effective method of dealing
with increasing clock skew in the design process is the adoption of
on-chip active skewing system [1].

The existing clock deskewing approaches can be broadly cat-
egorized into two different types of designs, namely, open loop
and closed loop designs. The open loop design methods for clock
distribution are based on implementing geometrically and electrically
matched clock distribution structures to minimize skew on the chip.
The most commonly used method for distributing clock signals in
chips is to insert buffers either at the clock source and/or along
a clock path, forming alock treestructure. This clock source is
frequently described as the root of the tree. A mesh version of the
clock tree structure is also used in which shunt paths further down
the clock distribution network are placed to minimize the interconneglg. 1. Block diagram of 28 zone clock distribution network
resistance within the clock tree. This mesh structure effectively places
the branch resistances in parallel, minimizing the clock skew [2], Clocks in each zone are derived from a clock buffer assigned to
[3], [4]. Another approach for distributing clock signals utilizes ahat zone. Each of the zones have a certain communication pattern
hierarchy of planar symmetric H-tree or X-tree structures [2], [Shmong themselves to ensure that the skew across the chip is within
[3], [4]. These methods will no longer be able to achieve the skesvgiven specification. The clock buffers in a each zone communicate
requirements in the future due to the complexity of the designs anith each other through a hierarchical ring structure as shown in
increased process variations. Several attempts have been madgidgare 1. Each clock buffer adjusts its output based on the phase
utilize localized clock skew to improve synchronous performance lgifference in the arrival time of the clock between it and its neighbors.
providing more time for the critical worst case data paths. Howevaihen skew at a certain spot of the chip is increased, the clock buffers
in order for these methods to be effective, the accurate value of clogkhin this region will be automatically adjusted to minimize the skew
skews need to be known during the design. This is difficult to achiewdthin this region. This will in turn cause increase in region-to-region
[2], [4], [6], [7]. In order to compensate for skew in real time a closedkew. Thus, in each of the regions, the skew will be automatically
loop clock distribution system known as the active deskewing systeatljusted. Hence a wave of adjustment is carried out throughout the
has been proposed by [8], [9], [1], [10], [11], [12]. Such a systerhip until the skew is within the required specification. The logical
exhibits disturbance rejection and is robust to modeling errors.  implementation of the deskew stations is shown in Figure 2. [13]

For a closed loop feedback system approach employed in an actiesscribes this logical implementation in detail. A slightly complex
deskewing scheme, stability is an important criterion. The existirexample of the implementation of such a scheme is shown in Figure
analysis methods for the closed loop deskewing systems are ba3ed’he 27-zone system is more complex compared to #8ezone
on repeated brute force simulations. This type of method is vesystem due to the higher level of hierarchy, which makes it more
time consuming and does not give a definitive result by which ornkfficult to analyze in terms of performance.
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Fig. 2. Logical implementation of a deskew station

zones except zon2to be zero. The zones compare their current and
past arrival times of the clock signal with their neighbors. A jitter of
20 ps is introduced to zon2. The matrixTarr, can be written as:

N
Voo

Tarr, =

o o oo

0

Let the nominal arrival time of the system 1380 ps, hence the
vector Trom iS:

Fig. 3. Block diagram of 27 zone clock distribution network
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I1l. SYSTEM MODELS USING CONTROL THEORY 350

The active clock deskewing scheme is a non-linear discrete time- Thom = ggg
invariant MIMO control system. It can be initially modeled as a linear 350
system in order to understand the dynamics of the system better. We 350
will present the linear system representation first, followed by a more 350

accurate representation using non-linear state space equations. The ) . - -
approximation used in the linear system involved using linear gaihie matrixU1 can be written as:

values in the system matrix, rather than using non-linear elements ffl fkll 8 8 kol kol 8 8
that saturate the adjustments in the outputs. . k2 k2 —2xk2 —2%k2 O 0 5 ko
The linear model for the active clock deskewing scheme can algq _ 0 0 1 -1 0 0 0 0
be used to analyze stability for optimization of the acquisition time. 8 8 kol kol *fl ikll 8 8
The acquisition time for the system is defined as the number of clock 0 0 k1 k1 0 0 —kl  —Fk1
cycles the system takes to deskew on the occurrence of noise to the 0 0 0 0 0 0 1 -1

system in the form of jitter. The two different linear models, namelyysing the stability criterion mentioned in Equation ﬁZ), the values of

the un-optimized linear model and the optimized linear model, akd and k2 were found to b@.06 and0.07 respectively. The matrix

discussed in the following subsections. U1 for this example is:

—0.06 —0.06 0 0 0.06 0.06 0 0
1 -1 0 0 0 0 0 0

. . 0.07 0.07 —0.14 —0.14 0 0 0.07 0.07
A. Un-optimized Linear Model vio| 0O 0 1 —1 0 0 0 0
i i ) - 0 0 0.06 0.06 —0.06 —0.06 0 0

Let Tarri, be a vector of the arrival times of the clock in all the 0 0 026 09 : 3 e L0
clock zones at clock cycle k; lef,,.,, be the nominal clock period 0 0 0 0 0 0 1 -1

from the PLL; and letU1 be a matrix describing the connections The Table | shows the skew between the clock arrival times of all
among clock zones along with the gains that are associated wi@§ four zones.
each connection. The state space equation for updating (adjusting)

clock period at clock cyclé + 1 is: TABLE |
SKEW OF THE CLOCK ZONES FORB CLOCK CYCLES.
Tarrgyr = Thom +Tarry +UL-Tarry Q) dkoydle T 5 3 7 5 5 v 5

The values of gains in the matrlX1 is chosen such that the following Zone 1 0 -12 -3288 -45 -48 -44 -39 32
equation is satisfied: Zone 2 20 172 12004 8 53 35 24 16

q Zone 3 -20 16 -8.716 -35 -05 09 15 1.6
| eig(1+U1) |< 1 2) Zone 4 -20 16 -10.876 -35 -03 -09 15 1.8

If the absolute value of the eigen values(df+U1) is less than one,
it implies that the system is stable. As can be seen from Table I, absolute value of the maximum skew

Equation (1) can be better explained using a simple case of a cl@kthe first clock cycle wag0 ps and at the end of the eighth clock
distribution network employing the proposed deskewing schemmycle it reduced t®3.2 ps.



B. Optimized Linear Model whereTarrly is the current state vector containing the arrival time

In closed loop active clock deskewing systems, the acquisition tiffé the clock in each zone of the deskewing system atiffieinstant. _
is a very important factor. The un-optimized clock deskewing schen]""2x iS the state vector containing th?ha_rnval time of the clock in
can be modified to improve the acquisition time. This was achiev&@Ch zone of the distribution at ttig — 1)™ instant.T'arr3; is the
by modeling the entire system as a discrete linear quadratic regulatff€ Vector containing the irr,val time of the clock in each zone of
(DLQR) [14]. The basic state space equation remains the same as {igtdistribution at thek — 2)™ instant. These past values of arrival
for the un-optimized systems (Equation (1)), with the only differenddmes are used so as to make a correction only if the same type of

being that the matrix/1 gets modified. The state space equation fgorrection (either positive or negative) was requested in the previous
the optimized deskewing system is: two consecutive clock cycles as well. For example, consider the case

when the previous two comparisons of clock arrival times for any
Tarrker =  Thom +Tarry +U2-Tarry (3) zone required the zone to speed up the clock arrival time for that

By modeling the linear svstem as a linear quadratic requlator tEgne. If the current comparison also requires the clock arrival time
y 9 yste . d qu '_t0 speed up, only then will the clock arrival time for that zone be
output can be kept small using as little as input as possible. T

| . . . . .
. ed up. The functiorf in Equation (4) is a threshold function and
allows a trade-off to be made between the input effort and thcgn be defined as:

regulation of the output and can be formulated as a least squares

problem. The optimization is done using Riccati recursions performed flz)y = 1,z>1

by DLQR. - —

~The matrix U2 was generated using DLQR which generates a 0, -1>z <1

discrete linear quadratic regulator. All the inputs to the system except = -1, z< -1 (5)

the Matrix U1 remain the same. The matriX1 is replaced by the

matrix U2. The matrixU2 for the example in Figure 4 is: The term f (3 (sign[U - Tarrli] + sign[U - Tarr2x] + sign[U -
_0.76 0 0.24 o 0.24 o 0.24 0 Tarr3k])) checks if the values of the past two comparisons were
U YR the same as the result of the current comparison. It outputoa

ve=| % % % % Q. Y W a—1 depending on whether three consecutive comparisons requirt_ad
0o, 0200240 06 0 024 the delay to be increased or decreased by a step size, and 0 otherwise.

0 0.24 0 0.24 0 0.24 0 —0.76 The function,mod(clk_cycle,n), in Equation (4) allows the ad-

Table Il below shows the skew between the clock arrival times of d§stments to the clock arrival time of clock zones n-1 clock cycles

the four zones. It is clear that the acquisition time of the optimize@'t of every n clock cycles. The one remaining clock cycle in every
linear model is shorter than that of un-optimized linear model. N clock cycles are used for the global clock arrival time adjustment

to accommodate the centering of arrival time. This may be desirable
to ensure that there is no systematic drift of clock arrival time at the

TABLE Il
global level. Such a scheme can be modeled as:
SKEW OF THE CLOCK ZONES FORB CLOCK CYCLES CALCULATED FROM

TABLE??. ATry = 5-step-[1— f(mod(clk-cycle,n))]- f (period-k—Tarrly)
Clock cycle 1 2 3 4 5 6 7 8 ) ) ) (6)
Zone 1 0 0 0 0 0 0 0 o Equation (6) describes a mechanlsm that speeds up or s.lowsl down
Zone 2 20 0.0099 -00001 O O O O O the clock in each zone once in every n clock cycles by five times
Zone 3 -20  -0.0099 0 0 0 0 0 O the nominal step size whegeriod - k represents the nominal clock
Zone 4 20 -0.005 00001 O O O O O arrival time at time k.

The nonlinear model to describe the active deskewing system can
be formulated as:

C. Non-Linear Model Tarrliysr = Tarrly + ATry + ATr, (7)
The non-linear model of active deskewing systems takes into
account some practical issues of noise and implementation. When V. STABILITY ANALYSIS USING CONTROL THEORY
correcting the clock arrival time for a given zone based on skew, theThe stability analysis for the linear models can be simply per-
amount of correction is often discrete due to quantized incremeRmed by observing the absolute value of the eigen values of the
and decrements of delay. To account for quantized adjustments, W&tem matrix as shown in Equation (2).
define step as the minimum amount of delay by which the variable Analytically proving stability of a nonlinear time-invariant system
delay buffer (VDB) increases or decreases the arrival time of the Clogkyery difficult in general. However, if the nonlinearity of the system
at each clock zone. In addition, adjustments to the clock arrival tinfigs into a certain set of special cases, a variety of methods can be
of a clock zone should be made based on *real” skew between clqgked for stability analysis [15],[16],[17]. One of the unifying methods
zones, rather than false skew caused by potential jitter. Therefogg, nonlinear control system stability analysisiigegral quadratic
adjustments to the clock arrival time of a clock zone will be made Honstraints(IPC) [18],[19],[20],[21],[22]. In the IQC framework, the
there are consecutive skew comparison results of the same directigRlinear functions can be bounded using sector-bounded limiting
between two clock zones. To simplify the discussion without losingoninearity. In other words, the nonlinear functions in a system are
generality, we assume that the window for preventing clock jittggplaced by linear functions that are upper bound of the nonlinear
is 3 clock cycles. That is: a clock zone in the deskewing systefinctions. We then prove whether the control system with the linear
needs to wait for consistent “increase” or “decrease” requests frQffper-bound functions is stable under any circumstances. Stability
its neighbors in 3 consecutive clock cycles before it will adjust itﬁnalysis for linear systems is well established and understood. If
own clock output. The corrections to a clock zone can be written gge sector-bound linear system is proven to be stable, the nonlinear
1, . system must also be stable. However, if the sector-bound linear
ATry = f(mod(clk-cycle,n) - step - f(5(signU - Tarrls]  giem can not be proven to be stable, the stability of the nonlinear
+sign[U - Tarr2g] + sign[U - Tarr3i])) (4) system is unknown.



In the system model in Equation (7), the nonlinear functionsl,
sign, and the threshold functiofiare bounded using linear functions.
One of the sector blocks (sector-bound linear functions) used in the
IQC analysis toolbox [21] is shown in Figure 5. For example, the

sec(x)

[ 1-f,(mod(x, 10))]

Fig. 9. Approximation of elemenfl — f(mod(clkcycle, 10))] using the
modified sector block

Fig. 5. Sector block in 1QC toolbox

nonlinear elementf in Equation (7) can be approximated using a
modified sector block:

1 1
3 + 5 "sec (8)
This modified sector block is shown in Figure 6. The functifn

12 + 1/2* sec(x)

Fig. 6. Modified sector function

can be approximated using the modified sector block as shown

ot

X'=Ax+ Bu
y =Cx +Du

u3

12

1/6

> |QC sector block

5 State space block

5 Gainblock, gain= U3

— > Gainblock, gain = 1/2

5 Gainblock, gain = 1/6

———> Gain block, gain =5

— 5 Gainblock, gain=1

— > 1QC performance block

in Figure 7. The nonlinear elemerfimod(clk_cycle,10)) can be Fig. 10. Blocks used in IQC toolbox

! describes the nonlinear model after replacing the nonlinear elements

1 %4# in Equation (7) with sector blocks from the 1QC toolbox.
: i 11 1
e Ity R S Tarrlgyr = Tnom + Tarrly +(§ +5 - sec) - step - (2
.

Fig. 7. Approximation of elemenf using the modified sector block

approximated using the modified sector in Equation (8) as shown in
Figure 8. Approximation ofl — f(mod(clk-cycle,10))] is shown

(U -Tarrly) + (1 —+ 1 -sec) - (U - Tarr2y)

1

22

=+ 1 -sec) - (U - Tarr3y)))

2

1 1 1
+5-step: -~ + - -sec-- +

2

1
273 5 T (5 50)

—statesly)

in Figure 9.

f,(mod(x,10))

Fig. 8. Approximation of elemenf(mod(clk-cycle,10)) using the modi-

fied sector block

To help illustrate the modeling of the proposed non-linear deskew-
ing system, Figure 10 shows the various blocks present in the IQC
toolbox that were used to build the simulink model of the nonlinear
system. TheSIMULINK block diagram of the27-zone nonlinear
active deskewing system for analysis of stability using IQC toolbox
is shown in Figure 11.

V. EXPERIMENTAL RESULTS

simulations for the linear and non-linear models were performed
and all simulations were performed for a duration of 300 clock cycles.
External noise in the form of clock jitter was introduced to all test
systems at clock cycle®), 60, 110, 160, 210, and260. Figures 12
and 13 show the skew of each of the zones in 2Bezone system

Using these modified sector blocks, the entire nonlinear systdar linear and non-linear models, respectively. The results show that
model can be built irSIMULINK using the IQC toolbox. Equation 9 both the linear and the non-linear systems deskew the external clock
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Fig. 13. Clock skew of each zone for the nonline&rzone clock distribution
Fig. 11. Block Diagram of the Nonlinear Model using IQC toolbox system.

disturbances. Both systems exhibit very low residual clock skew (Zc_acame unstable was found to @s. The simulation results for the

2ps) after deskewing is completed. Figures 14 and 15 show the skévzxé).ne system using th_e nonfinear model in Equation (9) is shown
. . . In" Figure 16. As seen in the results, the skew of each zone in the
of each of the zones in th&r-zone system for linear and non-linear

models, respectively. The residual skew in the 27-zone systemss)(ss'temS keeps increasing since the system overcompensated for the

generally lower than those in the 28-zone systems due to the increa%lé%’v’.thus maklng. t.he system unstable. This result is also confirmed
. . y using 1QC stability analysis.
complexity in connection patterns.

Stabilit vsis of th i del ; dby i In general, it is relatively easier for Monte Carlo simulations to
| a Itl'y iﬂay&sd.cf)_ d € ncl)_n inear n;lolg \Ilzvas ?er orgme h Y It etect an unstable system. However, it is not possible for Monte
plementing the modilied nontinear modet In =quation (9) where arlo simulations to prove a system in stable. The confidence grows
nonlinear elements were replaced using the sector blocks. The d

. . increasing amount of simulations. The proposed approach using
blocks were created using state space models since the 1QC too'%ﬁtrol theory can prove a system is stable a much less amount of
does not contain discrete delay elements in itfelib SIMULINK e?ort

Itlhblrary. 'II'.he perfortman(_:reh blOCkf was usedblto sqalyze .th% s;tatt))lllty ' Simulations for stability analysis for the nonlinear systems were
IS noniinear system. the periormance block IS required 1o be USgt e using the 1QC-toolbox for Matlab. The CPU time for

by theigc.gui command in order to determine if the system is Stabfﬁability analysis for the 28-zone and 27-zone systems were 350 and

or ?Ot' Thethc,gw con:m?ndl w_hen u_se_tf:iﬂ:o det;arml_ne ftslb'“t?/ %76 minutes, respectively, running on a 1.9GHz Pentium4 processor
systems, returns an output valuda_gainif the system is stable else with 512MB of memory.

it does not return any value fégc_gain. Step size for the deskewing
system was set t6.5 ps.

It is possible that the entire deskewing system becomes unstable.
This happens when the clock zones keep over-compensating for thiVith increasing clock frequencies and higher constraints on clock
skew. Stability is guaranteed only for a certain range of step size bgew due to increased process and temperature variations, active
which the adjustment to the arrival time of the clocks are adjustedlock deskewing schemes can be effectively used to reduce clock
The range for values of step in Equation (9) depends on the topolagew. Current methods for stability analysis of such closed loop
of clock distribution network. It also depends on how often thactive deskewing systems use brute force approaches and involve
adjustments need to be done on the clock arrival times. Fot-dame simulating the systems for very long periods of time with varying set
system shown in Figure 4, the value of step for which the systea input conditions and without a definite answer as to whether the

VI. CONCLUSIONS
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the proposed method.
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