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Abstract

In this work we consider battery powered portable systems
which either have Field Programmable Gate Arrays (FPGA)
or voltage and frequency scalable processors as their main
processing element. An application is modeled in the form of
a precedence task graph at a coarse level of granularity. We
assume that for each task in the task graph several unique
design-points are available which correspond to different
hardwar e implementations for FPGAs and different voltage-
frequency combinations for processors. It is assumed that
performanceand total power consumption estimatesfor each
design-point are available for any given portable platfrom,
including the peripheral components such as memory and
display power usage. We present an iterative heuristic
algorithm which finds a sequence of tasks along with an
appropriate design-point for each task, such that a deadline
is met and the amount of battery energy used is as small as
possible. A detailed illustrative example along with a case
study of a real-world application of a robotic arm controller
which demonstrates the usefulness of our algorithmis also
presented.

1. Introduction

Battery powered portable systems have finite amount of
battery energy available and therefore battery lifetime maxi-
mi zationisoneof themostimportant designgoal sfor suchsys-
tems. Inthispaper we present an iterative heuristic algorithm
based on the battery discharge characteristics. Our goal isto
meet a desired deadline and save as much battery energy as
possible.

Target Har dwar eAr chitectur e: Theal gorithmdescribed
inthiswork isapplicableto any embedded platform, although
the methods for changing the energy consumption of atask
vary depending upon which processing element isused. In a
processor based embedded system power-performancetrade-
offscanbeachieved by voltageand clock scaling. Itisassumed
that several discrete voltage and frequency combinations are
available. If theembedded platform has an FPGA asthemain
processing element then it is assumed that several different
hardware implementations are avail able which can be down-
loaded in the form of bitstreams. It is assumed that for each
design-point, performance and total power cosumption esti-
matesareavail ablefor any given portableplatform, including
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theperipheral componentssuchasmemory and display power
usage. Further, itisal soassumedthatintertask communication
occursviashared memory and the energy cost and latency of
the memory transfers are a part of the execution time and
energy costs of the task under consideration.

Application Specification: Theapplicationisdescribedas
adirected acyclic task graph (DAG) G(V,E). The vertices
(nodes) of the graph are taskswhich areto be executed onthe
portable platform and each task ve V has several different
implementation optionsavailable called design-points. Asso-
ciated with each task i and its design-point j isits execution
time E;; and current consumption I; ;. The current consump-
tion of atask is assumed to be measured as the average total
current consumption of the portable platform which is the
cumulative current consumption of all subsystemsbeing used
intheportableplatform. TheedgesE describedataand control
dependence between different tasks of the task graph. In the
rest of the paper wewill usen = |V, e = |[E|] and thereare
m design points available for each task. Thereisadeadlined
associated with the task graph beforewhich all thetasks must
be completed.

Problem Description: Given aDAG G(V,E), a set of
design-pointsfor eachtask, executiontime, current usageesti-
matefor each design-point and adesired deadlinefor the com-
pletion of the task graph, determine a valid schedule which
doesnot violatethe control and datadependenciesof thetasks
inthetask graph and al so find amapping of each task to asuit-
able design-point such that the deadline for the entire task-
graphismet andthebattery energy usedisassmall aspossible.
Our algorithm finds an initial sequence and then assigns
design-pointsto thetasks. Thesuitability of thetask sequence
and the design-point selection isjudged by using a battery
model dueto[2] whichwill bediscussedin Section 3. Thecho-
sen task sequenceis modified using a heuristic approach and
design-point selectionisperformed againtoimprovethequal -
ity of the solution. Thealgorithmisdescribedin detail in Sec-
tion4. Wetested thealgorithm using different task-graphsand
design-points and the results are discussed in Section 5.

2. Related Work

In processor based embedded computing platforms
dynamic voltage and frequency scaling hasbeen provento be
extremely effective for low power execution of tasks
[4][5][6][8]. In battery-powered embedded systems the
energy sourceisnon-lineartherefore, theexistingvoltagescal -
ingtechniquesarenot directly applicabletothesesystems. Luo



and Jhastudied stati ctask scheduling for battery powered mul -
tiprocessor environments [5]. They used a battery model

whichwasbased on Peukert’ slaw and an empirical model due
toPedram[6]. Rakhmatov et al devel opedanal gorithmfor bat-
tery-aware task scheduling using dynamic programming [1]

along with its other variants. Chowdhury et a [7] proposed a
simplified heuristic which reduced the voltage level of the
tasks as much as possible starting from the last task in the
schedule. In contrast to these works, our work providesaway
to simultaneously solvethetask sequencing and design-point
assignmentinaniterativefashion. Inany giveniterationavalid
scheduleand assignment isavailablewhich canbeused. If the
user wishes then the solution quality isimproved over subse-
guent iterations. Further, compared to our algorithm, itis not
easy toimplement a Simulated Annealing or Linear Program
Forumulation based algorithms on an embedded computing
platform which has inherent limitations on memory and bat-

tery capacity.
3. Battery Characteristicsand M otivation

Rated Capacity of abattery isdefined asthe capacity of the
battery (in mAh) under a nominal constant current discharge
and isreported by the manufacturer. It isobserved that higher
rates of discharge tend to reduce the rated capacity signifi-
cantly (rate capacity effect) and reducing discharge rates
between heavy discharge periods allows the battery to regain
some of itslost capacity (recovery effect) [3]. Rakhmatov et
al. [2] developed avariableload analytical model based onthe
laws of chemical kinetics, which takes into account both the
rate capacity effect and the recovery effect. Equation 1
describes the battery model.

n-1 10 —B2m2(T—tk—Ak) —BZmZ(T—tk)
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Thevaueof ¢ givestheamount of chargelost by time T,
whichisthelength of acurrent discharge profilehaving ndis-
tinct di scharge intervals. I isthe current drawn from the bat-
tery in the K discharge interval, where t, is the start time of
thekthdischargeinterval and A, |sthedurat| onof thisinterval.
Thebattery lifetimeis estimated by eval uating Equation 1 for
increasing valuesof T and stoppingwhere ¢ = o : At thispoint
thevalueto Tistakenasthebattery lifetime. Equation lisused
asthe battery-aware cost function to be minimized. We have
chosen to use this battery model because of its high accuracy
andlow computational complexity. Itwasshownin[1] that for
aset of ntasksif dependenciesareignored and thevalue of o
isassumed to besufficiently largethen sequencingtasksinthe
non increasing order of their currentsisthe best and sequenc-
ing thetasksinthenon decreasing order of their currentsisthe
worst. This property is aso important for task-graphs where
dependencies are present because it provides the lower and
upper boundsontheval ueof cost functiongiveninEquation 1.
Theauthorsin[7] alsoprovedthat givenapair of twoidentical
tasksintheprofileandadelay slack tobeutilized by down scal -
ing, it isalways better to use the slack on thelater task than on
earlier task. We use the above two properties along with the
observation that tasks which have lower overall average
energy consumption shouldbegiven priority for voltagedown
scaling.

4. Battery-Aware Task Sequencing and
Design-Point Assignment

Some important definitions are presented below first:

Execution Timematrix (D) isan (nx m) matrix where D,
givestheexecutiontimeof task i using design-pointj; for each
task i the execution times of the design-points are stored in
ascending order of magnitude.

Current matrix (I) isan (nx m) matrix where 1; j gives
current of task i using design-point j; for eachtaski thecurrents
of the design-points are stored in descending order of magni-
tude.

Design-Point Selection matrix (S) isan (n x m) matrix
where S ; islif taskiisassignedtodesign-pointj. Sisini-
tidized suchthat § ; ={1ifj = m, 0 otherwise}.

Energy Vector E: isarow vector whereeach element spec-
ifiesatask and thetasksare stored inincreasing order of their
average energies.

Slack Ratio (SR) of a design-point is defined as theratio
of theamount of slack left to the deadline, if that design-point
ischosen for execution. If t isthe execution time of adesign-
point and d the deadline of the task graph then formally SRis
definedas: SR = (d-t)/(d) . Similarly, if SRisto becalcu-
lated for several design-pointschosen, thent would bedefined
asthe sum of the execution timesof all the design-pointscho-
sen. SR gives an indication of how much dack isleft which
needstobeutilized. Itisbeneficial to useasmuch slack aspos-
sible. Therefore, asmaller value of SRis better.

Current Ratio (CR) of adesign-point is defined as
CR = (I =10i)/ (I max = min) » Where | is the average current
used by thegeagn pointand | and I, arethe maximum
and minimum currentsamong alfthedea gn-pointsof all tasks.
CRisnormalizedtobebetween0and 1. CRgivesanindication
of relative current of aparticular design-point when compared
to all the other design-points. A smaller value of CRis better.

Energy Ratio (ENR) of atask sequence is defined as
ENR = (E,—E_;,,)/(E ») » Where E isthetotal aver-
age energy usedmby the rnIéllosen des gn-poi ntsfor al thetasks.
Energy ratioislow if aset of design-pointsuseslower overall
average energy. Itsvalueisbetween 0 and 1.

n-1
= Z Ii,cxvi,cXDi,c
i=1

l; . andV, . arethecurrent andthevoltage of thedesign-
point ¢ chosen for task i, respectively. and D, . isitscorre-
sponding execution time. E;,,and E_ ., are the energies of
tasks sequencesif all the lowest and rFughest power design-
points are used for all tasks, respectively.

n-1 n-1
Emln: Zli,minXDi,min ax — Zli,maxXDi,max

i=1 i=1

Current Increase Fraction (CIF) of atask sequenceisa
measureof non-decreasingtrendsinthecurrent dischargepro-
file. Thelower itsvalue, thelessnumber of increasing current
transitionsarethereinthedischargeprofile. Wedefine CIF as
followswherecdenotesthechosen design pointfor any task k:
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Design-Point Fraction (DPF): If there are atotal of m

design points avail able for each task then DPF isthe fraction
of total design-pointsassignedto any singledesign-point kfor
al ntasks. DPF isameasureof thenumber of different design-
points being used in a particular assignment. Equation 2 and
Equation 3 formally define DPF where k denotes the design
point under considerationwherexisthenumber of freenodes:

m
DPF = Z (m-K)xfxF 2
k=1

X
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f=1/(m-1)

As can be seen from the definition, the use of higher pow-
ered design-points is penalized the most. The penalization
decreases as the lower powered design points are used and is
zero for the lowest powered design-points.

Suitability of aDesign-Point (B) isameasure of how suit-
able a particular design-point is for achieving the minimum
battery capacity usagegoal andthesuitability of adesi gn-point
isdefinedas B = SR+ CR+ ENR+ CIF + DPF

4.1 Algorithm Description

During each iteration of the algorithm avalid scheduleis
created and a design-point assignment is chosen. In subse-
guent iterationsthe solution isimproved such that the amount
of battery capacity usedislessthanthepreviousiteration. The
a gorithm terminatesoncethe solutionisnot improved during
two consecutive iterations. We start choosing design-points
fromthelast task and work our way uptothefirst task. During
thesel ection of thedesi gn-point for any particul ar task thesuit-
ability of the each design-point (B) is calcul ated. The design-
point which hasthelowest value of Bischosen andthetask is
fixed to that design-point. Each task can be in three different
statesof design-point allocation: free, tagged andfixed. A task
is tagged when we are evaluating the suitability of one of its
design-points. Whenall of itsdesign-pointsare evaluated and
the best oneis selected we set the state of the task to be fixed.
Taskswhich are neither tagged nor fixed are called freetasks.
We use an heuristic approach for searching the design-space
whichinvolvestheuseof awindow function (Explainedlater)
until all design-points are considered. Once all tasks are
assigned to design-points the battery capacity used is calcu-
lated and we sequence the tasks according to aweight assign-
ment whichisbased onthe current consumption of thedesign-
points assigned to different tasksin this iteration (Explained
inSection4.). Thisnew sequenceisthenusedfor thenextiter-
ation.

BatteryAwareSQNDPAIllocation isthetoplevel algorithm
for task sequencing and design-point assignment and isgiven
inFigure 1. MinBCost contains the minimum battery cost for

any given iteration and isinitialized to infinity. PreviterCost
containsthe cost of the previousiteration for comparison pur-

BatteryAwareSQNDPAllocation
Begin
MinBCost = infinity, PreviterCost = infinity
L=SequenceDecEnergy(D,|)
success = TRUE
while (success)
{MinBCost,S} =EvaluateWindows(L ,E,| ,D)
Ltemp = FindWeightedSequence(S,I,D)
TempCost = CalculateBatteryCost(Ltemp,S,1,D)
if TempCost < MinBCost then
MinBCost = TempCost
success = TRUE;

end if

if MinBCost >= PrevliterCost then
success = FALSE

else
PreviterCost = MinBCost

end if

L =Ltemp

end while

{MinBCost,S}=EvaluateWindows(L ,E,l ,D)
Wflag = TRUE
WindowStart = m-1
while (Wflag)
if (d < Cy(WindowStart)) then
WindowStart = WindowStart - 1
Wrflag = TRUE
if (WindowStart == 1) AND (d < Cy(WindowStart)) then
Exit with error // The deadline cannot be met
end if
edse Wflag=FALSE endif
end while
while ( windowstart >= 1)
/lUse WindowStart .... m columns of S, I, D for thisiteration
Stemp = ChooseDesignPoints(L,E,| ,D,WindowStart,d)
TempCost = CalculateBatteryCost(L ,Stemp,| ,D)
if TempCost < MinBCost then
MinBCost = TempCost;
S=Stemp
end if
WindowStart = WindowStart - 1
end while
return{MinBCost,S}

{S} = ChooseDesignPoaints(L ,E,I,D,WindowStart,d)
Initidize S, Free dl tasksin E
Tsum = D(n,m)
Ttemp=0
Mark thetask nin E to be fixed
S(n,m) =1 //Assign nth task to the lowest power design-point
for i = n-1 downto 1 do
for j = m downto WindowStart do
S(ij)=1 .
Ttemp = Tsum + D(i,j)
Set task i to be tagged in Sand fix itin E
SR =(d - Ttemp)/d
CR = (I(i,J) - Imin)/(Imax - Imin)
{ENR,CIF,.DPF} = CalculateDPF(E,S,|,D,WindowStart,i,d)
B(i,j) = SR + CR + ENR + CIF + DPF
S(i,)) =0, Ttemp=0
end for
find B(i,k) the minimum value of B for task i
S(i,k)=1
Set task i to befixedin Sand E
Tsum = Tsum + D(i k)
end for
return{S}

Figure 1. Algorithms for Battery-Aware Task Sequencing
and Design-Point Allocation




{ENR,CIF,DPF} = CalculateDPF(E,S,T,D,WindowStart,i,d)
Etemp=E, Stemp=S
flag= FALSE
Te = CalculateExecutionTime(Stemp,D)
while (T > d)
Choose thefirst free task g in Etemp
r = the row at which task q islocated in Stemp
if no free task found then
DPF = infinity
{CIFENR} = CalculateFactors(Stemp,!,D)
return {ENR,CIF,DPF}
else
for p = m downto WindowStart do
if (p = WindowStart+1) then Fix node g in Etemp end if
if Stemp(r,p) == 1 then
Stemp(r,p) =0, Stemp(r,p-1) = 1, break

end if
end for
end if
Te = CalculateExecutionTime(Stemp,D)
end while
DPF = 0, ufac = m - WindowStart, factor = 1/ufac
for w=1to (m-WindowStart) do  i-1
DPF=DPF + ufacxfactorx 3 (Stemp, ,,)/(i—1)
— Y, W
ufac = ufac- 1 y=1
end for

if thisisthelast free task then
DPF=(d- Te)/d
end if
{CIF,ENR} = CalculateFactors(Stemp,l,D)
return{ENR,CIF,DPF}

pointsasshowninFigure 3. Thethreedifferent windowsbasi-
cally mask out al the columns which are beyond the width of
thewindow and only the design-pointswithin thewindow are
evaluated. EvaluateWindows(L ,E,I ,D) initialy triestofind a
valid start width (WindowStart) for the window. Cy(k) isthe
execution timeif all design-points belonging to column k are
chosen. Thea gorithm checkswhether it would be possibleto
meet thedeadlineby executing eventhehighest power design-
pointsor not: if d < Cy(1) then the deadline cannot be met and
thea gorithmexitswith an error. Otherwisethewindow width
isincrementally increased until all m design-points are eval-
uated. Thedesign-point all ocation (S) whichresultsintheleast
amount of battery cost (MinBCost) isthen returned. .

Window 1:4 Window 2:4 Window 3:4
T1 |DP1 DP2 DP3 DP4 T1L DP1 [DP2 DP3 DP4 TL DP1 DP2| DP3 DP4
T2 |DP1 DP2 DP3 DP4 T2 DP1 |DP2 DP3 DP4 T2 DP1 DP2| DP3 DP4
T3 |DP1 DP2 DP3 DP4 T3 DP1 |DP2 DP3 DP4 T3 DP1 DP2| DP3 DP4
T4 |DP1 DP2 DP3 DP4 T4 DP1 [DP2 DP3 DP4 T4 DP1 DP2| DP3 DP4
T5 |DP1 DP2 DP3 DP4 T5 DP1 |DP2 DP3 DP4 T5 DP1 DP2| DP3 DP4

{CIF,ENR}=CaculateFactors(S,|,D)
Ttemp = S* D // where* denotes element by element
Itemp = S* | // multiplication of two matrices of same dimensions
Time = Column by Column sum of matrix Ttemp
[/l Time and Current are column vectors
Current = Column by Column sum of matrix Itemp
CIF=0
for x=2,..,ndo

if Current(x-1) < Current(x) then

CIF=CIF+1

end if
end for
CIF = CIF /( total number of tasks - 1)
Ep = Current * Time
Energy = sum of all rows of E,
ENR = (Energy - Emin)/(Emax - Emin)
return{CIFENR}

Figure 2. Algorithms for various factor calculations

posesand isasoinitialized to infinity. Weuseamodified list
based scheduling algorithm for generating task sequencesfor
aparticular task graph. At the start of the algorithm each task
isassigned aweight whichisequal totheaverageenergy of all
design-points available for it. The tasks which have a larger
weight are schedul ed earlier than other tasksin the ready list,
which isalist of al nodes which have al their predecessors
scheduled. ThescheduledlistiscalledL (1..n) andisgenerated
by thealgorithm called SequenceDecEnergy(D,|). Each task
isassigned auniquetime-step and all thentasksinthislist are
scheduled to beexecuted sequentially. Theactual algorithmis
omittedduerelatively straight-forwardnature. successisaflag
which is set whenever there is a better solution found in the
present iteration. If the solution does not improve over two
consecutive iterations the algorithm terminates with the best
solution found.

Window Function: In each iteration a window dictates
how many design-pointsfor eachtask areto be considered for
alocation. For example, consider five tasks and four design

Figure 3. Various windows

Choosing Design Points: In ChooseDesignPoints() we
first initialize S and set the state of al nodesin E to be free.
Recall that E isthe Energy Vector. Wewill use Easapriority
function while evaluating DPF. We start from the last task in
the sequence and fix it to the lowest power design-point and
moveup towardsthefirst task. Tsumkeepstrack of the sum of
the execution times of the tasks fixed so far. Ttemp isused to
keep track of the sum of execution time of thetagged tasks as
well as the sum of the execution time of the fixed tasks. We
evaluatethesuitability B of eachdesignpointj of eachtask one
by one. For any given task i the design-point k which hasthe
minimum value of Bischosen and thetask i isfixed to design
point k and the value of Tsumis updated to reflect the chosen
design-point for task i

Calculation of DPF, CIF and ENR: Thealgorithmsgiven
in Figure 2 are used to calculate DPF, CIF and ENR. Initially
CalculateDPF() is called from ChooseDesignPoints() Then
it calls CaculateFactors() to calculate ENR and CIF. Copies
of Sand E are made as Semp and Etemp.

At any given point during the execution there will be some
tasksin Swhich have been fixed, tagged and free. Similarly,
each task in E(Etemp) hastwo states: fixed and free. A task is
fixedinEif itisfixed or tagged in Sand a so when the highest
powered design-point is chosen for it. If the deadline is not
being met by choosing the lowest power consuming design-
points of all freetasksin E(Etemp), moving the first free task
in E(Etemp) from lower to ahigher power consuming design-
point decreasestheexecutiontimeinthehopethat thedeadline
will be met with the least increase in the overall energy con-
sumption. For example, consider the tasks and their design-
pointsshowninFigure 4. Heretasks T5and T4 havebeenfixed
toDP4and DPL, respectively. T3isthetagged task and weare
calculating the DPF of DP2. Figure 4-ashowstheinitial con-
dition at the start of calculation of DPF. Notice tasks T1 and
T2arebothinitially assigned to DP4. Suppose, that itisfound
that thisassignment does not meet the deadline. Now wewish
to use ahigher powered DP such that the deadlineis met. We
look at Energy vector E andfind that tasks 3,4,5arefixed. The
firstfreetaskinEisT1. Therefore,itisassignedthenext higher
powered design-point, DP3 (Figure 4-b) . Suppose, that this
assignment also, does not meet the deadline. The assignment
of T1lismoveduptoDP2 (Figure 4-c). Now, let usassumethat
the assignment meets the deadline. Therefore, no further



movesare necessary. From Equation 2 and Equation 3f= 1/3
and the number of free nodesxis 2. F,= 1/2, F3=0, Fo=1/2,
F,=0, therefore DPF = 1/3 for task T3, DP2.

Fixed Tasks [ |Tagged Tasks/DP [ Free Tasks  [L] Assigned DP E=[34,5,12]

[T1] DP1 DP2 DP3 [DP4] [TL DP1 DP2 DP4| [Tl DP1 DP3 DP4

T2 DP1 DP2 DP3 [DP4]| (T2 DP1 DP2 DP3 T2 DP1 DP2 DP3

T3 DP1 DP3 DP4| T3] DP1 DP3 DP4| (13 DPL DP3 DP4

DP2 DP3 DP4 DP2 DP3 DP4 DP2 DP3 DP4

DP1 DP2 DP3 [DPA DP1 DP2 DP3 DP1 DP2 DP3
(@) (b) (©

Figure 4. DPF Calculation

This processis repeated until either the deadlineis met or
there are no more free tasks available in E(Etemp). If no free
tasksarefoundin E(Etemp), thevalue of DPF isset toinfinity
to indicate that choosing the corresponding tagged design-
point would result in adeadline violation. Finaly, if we are
considering thelast task we set DPF equal totheslack ratio so
that moreemphasi sisgiventodecreasing theslack. Caculate-
Factors() is called at the end to calculate the CIF and ENR
based upon the design-point allocation decisions made in the
calculation of DPF. CIF basicaly triesto capturetheincreas-
ing current profileinany design-point assignment. ENRgives
the overall energy consumption of the design-point assign-
ment.

Calculation of the Weighted Sequence: The main sub-
routine called BatteryAwareSQNDPAIlocation calls Find-
WeightedSequence() after different windows are evaluated.
Wetry toimprove the sequence by assigning weightsto each
task v according to Equation 4 where G, is the sub-graph
rooted at thenodev. A list based scheduling method similar to
SequenceDecEnergy is used for this algorithm as well but
with modified weights.

Ywe G w(v) = Z I, (4)
Yve GV

The battery cost is calculated using Equation 1 for thetask
sequence generated and the design-points selected. Thisis
done using the function called CalculateBatteryCost(). If
thereisno improvement in the battery cost in two successive
iterations, the algorithm terminates.

4.2 Illlustrative Example

Wedemonstratetheworking of thealgorithmwiththehelp
of thetask graph (G3) showninTable 1, whichhas15tasksand
five different design points. For G3 the task durations were
proportional totheworst case execution of thetasksand were
madeinversely proportional to the scaling factor with respect
tovoltageof DP1 (V1) andtask currentsfor differnent design-
pointswere made directly proportional to the cube of the scal-
ing factor with respect to V, The scaling factors used for the
five design pointswith respect to V ; wereasfollows: 1, 0.85,
0.68, 0.51, 0.33. Thistask graph correspondsto aclass of task
graphs called fork-join, such task graphs have been used in
multiprocessor scheduling research to model the structure of
commonly encountered paralel algorithms [9]. The depen-
dency constraintsarelisted under thecolumncalled Parents’.
Weletthedeadlinetobe230minutes, B = 0.273 and executed
our algorithm on G3, a so we assumed that the amount of bat-
tery capacity available (o) was sufficiently large to accom-
modate the requirements of different tasks.

Despitetheunually large valuesfor thetask durations used
inthisexamplethea gorithmisequally applicableto any cho-
sentimescale. Table 2 showsthetask sequencesgeneratedfor
the four iterations of the algorithm along with the design-
points (DP) assigned for each sequence. A “w” after a
sequence number indicates the weighted sequence cal cul ated
for the corresponding iteration.

Table 1. Data for example task graph G3

Design | Design | Design | Design | Design
Point1 | Point2 | Point3 | Point4 | Point5

| D | I D | D | I D | I D
mA | min [mMA| min| mA | min | mA | min | mA | min

T1 |917| 7.3 |563|11.2|288|15.0|122|18.7 | 33 |22.0
T2 |519|11.2|319|17.3163|23.1| 69 |289| 19 |34.0 Tl
T3 |611] 59 |375| 9.2 1192|12.2| 81 |153| 22 |18.0 Tl
T4 |938| 5.3 |576| 8.2 |295/10.9|124|13.6| 34 |16.0 Tl

Task Parents

7]

TS5 |781| 4.0 |480| 6.1 |246| 8.2 |104|10.2| 28 |12.0 Tl
T6 |800| 46 |491| 7.1 |252| 9.5 |106|11.9| 29 |14.0 T2,T3
T7 |720| 7.3 |442|11.2|226|15.0| 96 | 18.7| 26 |22.0 T4,T5
T8 |600| 5.3 |368| 8.2 |189(10.9| 80 |13.6| 22 |16.0 T6,T7
T9 |650| 4.6 |399| 7.1 |[204| 9.5 | 86 |11.9| 23 |14.0 T8

T10 |710| 5.9 |436| 9.2 |223|12.2| 94 |15.3| 26 |18.0 T8

T11 |500| 6.6 |307|10.2|157|13.6| 66 |17.0| 18 |20.0 T9
T12 |510| 46 |313| 7.1 |160| 95 | 68 |11.9| 18 |14.0 T10
T13 |700| 4.0 |430| 6.1 |220| 8.2 | 93 |10.2| 25 |12.0 T9
T14 |400| 5.3 |246| 8.2 |126|10.9| 53 |13.6| 14 |16.0|T11,T12T13
T15 |380| 3.3 |233| 5.1 |119| 6.8 | 50 | 85 | 14 |10.0 T14

Table 2. : Task Sequences of G3 for different iterations

Iter | Seq No Task Sequences
S1 | T1,T4,T57T7,T3,T27T6,T8T10,T9,T13,T12,T11,T14,T15
! DP P5,P5,P5,P4,P4,P4,P4,PA,P4,PA,PA,PA,PA,PA,P5,

Slw | T1,T3,T2,T4T57T6,T7,T8,T10,T9,T13T12,T11,T14,T15
S2  |T1,T3T27T4,T157T6,T7,T8T10,T9,T13,T12,T11,T14,T15
DP P5,P1,P2,P5,P5,P5,P5,P5,P5,P5,P5,P5,P5,P5,P5

S2w | T1,T3,T2,T4,T57T6,T7,T8,T9,T10,T13,T11,T12,T14,T15
S3 | TL,T3T27T4,157T6,T7,T8,T9,T10,T13,T11,T12,T14,T15
DP P5,P5,P1,P5,P5,P5,P4,P5,P4,,P5,P5,P5,P5,P5,P5

S3w | T1,T2,T4,T57T7,T3T6,T8,T9,T10,T13T11,T12,T14,T15
S$4 | T1,T2T4T5T7,T3,T6,T8,T9,T10,T13,T11,T12,T14,T15
DP P5,P1,P5,P5,P4,P5,P5,P5,P4,,P5,P5,P5,P5,P5,P5

SAw | T1,T2,T4,T57T7,T3,T6,T8,T9,T10,T13,T11,T12,T14,T15

Table 3 givesthevalues of battery capacity used ¢ given
in milli-Ampere-minutes along with the duration of the task
sequence A given in minutes, for each sequence and its
weigthed counterpart for the four iterations of the algorithm
execution. The columnmarked“Win 1:5” containstheresults
for the battery capacity and the execution timewhenthealgo-
rithm was allowed to consider al five design points for all
tasks. Thedatafor each subsequent window wherethenumber
of allowed design pointsfor consideration were decreased by
oneisalsogiveninTable 3. Thecolumncalled“Minc” con-
tains the minimum value of battery capacity chosen from



among the four different windows evaluated during an itera-
tion. Thelast column givesthe execution time corresponding
tothewindow chosen which usesthe minimum battery capac-
ity. Thebattery capacity after thefirstiterationis16353mAmin
which decreases after each subsequent iteration until iteration
3. For iteration 4 there is no improvement in the value of the
battery capacity used and the algorithm terminates. Also
notice that for each iteration a valid schedule is generated
which satisfies the deadline.

Table 3. : Algorithm execution data for different
iterations for G3

pointswerechosen usingadynamicprogramsuchthat thetotal
energy used is minimized and agiven deadlineis met. In the
algorithm given in [1], after the design-point allocation a
greedy sequencing of all tasksin the task graph G(V,E) was
performed where the tasks were assigned aweight according
to Equation 5, where: G,, isthe subgraph rooted at node v and
Meanl(G,) isthe mean current of all nodesin the subgraph
rooted at nodev. Whenever anodeisto be scheduled the node
with the largest weight was selected among the nodes in the
ready list.

Yve G w(v) = max{l,, Meanl(G,)} (5)

We executed the two algorithms for three different dead-

Win 1:5 Win 2:5 Win 3:5 Win 4:5 . " "
Seq No MinG | A linesfor thetwodifferent test task graphs G2 and G3 discussed
6 |Aloc |A]loc | A |G | A earlier. We present the data for this comparison in Table 4.
Notice that as the deadline increases the amount of battery
Sl |17169|229.8|17837|228.4] 17038 | 227.1| 16353 | 228.3| 16353 |228.3 capacity used decreases. This is because the algorithm can
Slw | - - - - - - - - | 16353 (2283 choose design points which have lower performance but also
S2 | 14725]229.2| 16126 229.2| 15029 | 229 |16235|220.2| 14725 | 2202 consume less capacity. Also, we seethat our algorithm gives
better results for the two task graphs under consideration .
sw | - - - - - - - - | 14725 | 2292
S3 | 13737|229.8| 16033 | 229.2| 16061 | 229.8| 16677 | 228.9| 13737 | 229.8 Table 4. : Comparison of our algorithm with an
sw | - | - | - | - | - | - - - |13737|2208 approach in [1]
S$4 | 13737(229.8| 15866 | 229.3 | 16240 | 229.2 - - 13737 | 229.8 G2: 9 Nodes, 4DPs | G3: 15 Nodes, 5 DPs
SAw - - - - - - - - 13737 | 229.8 Deadline (minutes) 55 75 95 | 100 | 150 | 230
Batt. Capacity by Our Algo (mAmin) | 30913 | 13751 | 7961 | 57429 | 41801 | 13737
5. Case StUdy Batt. Capacity by Algo [1] (mAmin) | 35739 | 13885 | 8517 | 68120 | 48650 | 22686

We present areal-world application of arobotic arm con-
troller implemented on a voltage scalable processor as
describedin[10][1] to demonstratetheusefulnessof thisalgo-
rithm. Thetask-graph of thisapplication (called G2) isshown
in Figure 5 along with its various design-points. For G2 the
task durations were proportional to the worst case execution
of thetasks and were madeinversely proportiona to the scal-
ingfactor with respect tovoltageof DP4 (V) andtask currents
for differnent design-points were made directly proportional
tothecubeof thescaling factor with respecttoV, Thescaling
factorsused for thefour design pointswith respect to V , were
asfollows: 2.5, 1.66, 1.25, 1. The battery capacities used for
three different deadlines (55, 75, 95 minutes) are shown in
Table 4.

Node| DP1 DP2 DP3 DP4

CEvTER > | D || D | D | D

mA |min|mA [ min |mA | min [mA | min

938 8.8 |278|13.2|117|17.6| 60 | 22
781 12|231| 19 |98 | 25|50 | 31
781)81|231|12.1| 98 |16.2| 50 | 20.2
656| 3.6 |194| 54 | 82 | 7.2 | 42| 9.0

781| 6.5|231| 9.8 | 98 |13.0| 50 | 16.3
53135157 53 |66 | 7.0 | 34| 88
531 35|157| 53 |66 | 7.0 | 34 | 88
531 35|157| 53 |66 | 7.0 | 34 | 88
531 35|157| 53 |66 | 7.0 | 34 | 88

©O| 0| N| O O | W| N|

Figure 5. Task Graph G2 and Design-Point Data

Comparison with an Approach in [1]: We compared the
resultsfrom our algorithm to amethodin [ 1] wherethedesign

% Diff 156 | 09 | 70 | 186 | 164 | 65.0
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