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Abstract
5

In this paper we present a new technique which exploit 2
timing-correlation between tasks for scheduling analysit
in multiprocessor and distributed systems with tree-shape
task-dependencies. Previously developed techniques al
allow capturing and exploiting timing-correlation in dis-
tributed systems. However, they are only suitable for linea
systems, where tasks cannot trigger more than one succec T T4
ing task. The new technique presented in this paper, allows o ] o
capturing timing-correlation between tasks in parallel paths Figure 1. Distributed system with timing-
in a more accurate way, enabling its exploitation to calculate  COrrelation between tasks in parallel paths

tighter bounds for the worst-case response time analysis f%ringle paths [6] [4], e. g. the correlation betweBnandTs
tasks scheduled under a static priority preemptive schedule(gn Rs, or enable to capture the complete timing-correlation

between tasks in parallel paths [2] [3], e.g. the correlation
1. Introduction betweerlz andT} on Rz, in an accurate way. All this meth-

ods only consider the external events (producesdayce)

For simplicity, most formal scheduling analysis techniquescls references to capture timing-correlation between tasks.
ignore correlations between task execution times or commu- In this paper, we present a new technique to capture the

hication timing. This avoids the growing analysis complex—imer event stream context information for tasks in parallel

ity, in particular when it comes to heterogeneous multipro-

cessor svstems. However. such correlations can have a la rpaths and exploit it for the worst-case static priority schedul-
y ' ’ i 8 analysis to calculate tighter response time bounds.

influence on system timing as has been shown for specia In the following section, we will more deeply review the

system topologies [6] [4]. This paper extends the analysis tgxisting approaches from literature to exploit inter event
more general structures.

A .. stream contexts for worst-case response time calculation in

Observe the system in figure 1. The system consists Qf _ - i )

. istributed systems. In Section 3, we introduce our com-

five tasks mapped on three resources. Due to the data- ~ :
. - utational model, then we present some inter event stream

dependency between the tasks, their activating events dre Lo : i

. : . context preliminaries in section 4. In section 5, we show the

time-correlated. We call the information about such cor

relationinter event stream contefd]. However, a typical limits of existing techniques in exploiting inter event stream

: . . : : ciontexts for tasks in parallel paths and introduce the idea of
scheduling analysis would ignore the available inter event, . L .
relative offset and relative jitter. An algorithm for the worst-

stream context and would assume that all tasks are indepen- . : 2 .
. . . case response time calculation considering relative offset and
dent and that in the worst-case they are activated simulta-,~ ™. o . . .
. .r||tter information is presented in section 6. Experiments are
neously [7]. This may lead to a greater calculated maxi-_ . ! . . :
) S . carried out in section 7. We interpret the experimental re-
mum number of interrupts of a lower-priority task by higher- .
o A sults, before we draw our conclusions.
priority tasks, resulting in a longer calculated worst-case re-
sponse time of the lower priority task. 2 Related Work
Methods exploiting inter event stream contexts for the
worst-case response time calculation already exist. How- Inter event stream contexts capture the timing correlation

ever, they are either limited to linear systems and tasks ibpetween events in a way that can be exploited by schedul-
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ing analysis. Tindell introduced this idea for tasks scheduled, Transactions

by a static priority preemptive scheduler [6]. In his paper, hi . . liminari b .
each set of time-correlated tasks is grouped into a so called'n_t Is section, we review prefiminaries a out cap_tl_Jrlng
transaction Each transaction is activated by a periodic $eghe inter event stream context information and exploiting it

guence of external events. Each task belonging to a transe{e-r éhe V(\;OI’:t-CESEhFESpO?S.e time callculgtloni(a_s pLesz_nted
tion is activated when a relative time, calletfset elapses In [6] and [4]. Each set of time-correlated tasks in the dis-

after the arrival of the external event. An activation of a tasly'bUteOI system is grouped into one transaction. In addition,

releases the execution of one instantiation of that task, calI&f‘Ch task belongl_ng _to a transaction IS |dent|f|ed_ by an off-
job. However, Tindell's technique did not allow offsets to peSet parameter which indicates the earliest activation time af-
larger than th,e transaction period ter the arrival of the associated external event activating the

Tindell's work was later generalized by Palencia and Har’gransactlon. In the following, we call this offsglbbal offset .
To calculate the worst-case response time of a lower pri-

bour [4]. They presented the WCDO (Worst Case Dy-_. . oo
. - . . ority taskT;, we must calculate the maximum contribution
namic Offsets) algorithm which extends the analysis pre; . . . .
i . from all the transactions to itsusy period The busy period

sented by Tindell, by allowing the task offsets to be larger ..~ .~ "~ . . .
) ) . . of T; is a time-interval during which the resource is busy pro-

than the transaction period and extending the technique fcc):E:ssingT or another task fromyp(T}), wherehp(T) is the
distributed systems to dynamic offsets, which vary from oné L P DOTpLAL), WHETERPLS
job to another. In [5], Palencia and Harbour presented a ne%x?t of higher or equal priority tasks sharing a same resource
J X ' P with T;. The instant that starts the busy period is cadigt

analy3|s technique for tasks with precedence relations in d||35- | instantand is noted,. In [6] and [4], it was shown that
tributed systems. The presented technique called WCDO the maximum contribution of a transactibrto the busy pe-
(Worst Case Dynamic Offsets with Priority Schemes) ex_riod is obtained when the critical instatcoincides wit% tphe
tended the WCDO algorithm by exploiting precedence rela- an

tions among tasks during analysis. However, the WCDOP%CUVatlon time of some task. € hpr(T}) (hpF(Tl) Is the
. . S Set of tasks belonging tbp(7;) andI') whenT, is delayed
algorithms only took into account tasks in linear transac:

. . by its maximum jitter. In order to perform an exact analysis,
tions, where each task is allowed to have at most one sug= ; e
cessor It is necessary to check all possible critical instants created

In recent works, Redell extended the WCDOPS algorith py all tasks fromapr (7i) and choose the one that leads to

b deri q lati bet tasks | e worst-case response timelof
y considering precedence refations between 1asks in SoFigure 2 shows execution timing of a ta%k which be-

called tree-shaped transactions [2] [3], by allowing tasks tEer

n th H thouah t ngs tohpr(T;). The downward arrows indicate the ex-
ave more than oné Successor. However even thoug nal events activating the transaction. The upward arrows

algorithm he proposed (the WCDOPS+ algorithm) aIIOwﬁndicate the offse®; of T;. Assuming thaf; is activated by
exploiting the inter context information for tasks in parallely . o ont modelf ’J,) itls activation can ozccur between the

paths, it was based on the inter context capturing teChniqLi'r?stantsto + ®; andty + @, + J,, wheret, is the instant at

presented by Palencia and Harbour, which was developed fWhich the associated external event arrived

linear systems. Therefore, as we will show, not all available
timing-correlation was exploited. ., e, e

t, %
3. Computational Model T \ \ l PIRPE I
t

The model that we consider is composed of tasks exect I —
ing in a distributed system consisting of computation ant @ 9
communication resources. Tasks are allowed to have more gigyre 2. Transaction with executions of 7} and
than one immediate successor. Each task is assumed to havggps of 17,
exactly one input and is activated due to one activating event.
After finishing its execution, a task produces exactly one
event at each of its outputs. The possible timing of even
is described usingvent modelsEvent models are described
using two parameters: theeriod and thgitter, notedP and
J. These parameters state that each event generally occrsRelative Offset And Relative Jitter
periodically with a periodP, but that it can jitter around its
exact position within a jitter interval. If the jitter is larger
than the period, then two or more events can occur at the Observe the system modeled in figure 1. We assume static
same time, leading tbursts Tasks are also assigned priori- priority scheduling onR, and R3. The priorities are as-
ties. An execution of a lower priority task can be interruptedsigned as followsT, > Ty and73 > T,. The core execution
by the execution of a higher priority task mapped on the santémes, i.e. assuming no interrupts, are assumed td,BEfdr
resource. The response timkeof a task is defined as the dif- T} and P,2] for all other tasksT is assumed to be activated
ference between its completion and its activation time. periodically by events sent by the source taskrce. Letthe

The maximum contribution of’; to the worst-case busy-
tSeriod of T} is obtained, as shown in figure 2, whéhis
activated if possible at, or as soon as possible after

5.1 Problem Formulation



activating event model df; be (P, = 10,J; = 0). Atthe ture the timing correlation between the tasks in the parallel
end of each executioffy produces exactly one event at eachpaths starting &f? .
of its outputs. Due to the data-dependency betwge>, 52 Relative Offset and Relative Jitter Concept
T3, T, andT5, we group all tasks in one transaction. With-
out loss of generality, we assume tffathas a global offset
®; = 0. In the following, we will focus on the worst-case
response time of task;.

Table 1 shows the input event models and oﬁset&cﬁnd Definition 1 (r6|ative Oﬁset). A taSkn is said to be acti-
Ty after having analyzed the resourdesandR,. Note that ~ Vated after an offse®; (7)) relative to a reference task,,

To capture the timing correlation between tasks in parallel
paths, we introduce the conceptrefative offset and relative
jitter.

the jitter is due to the response time variatior{of if T; is activated at the earliest when a relative tirhg(7;.)
elapses after the completion time Bf. ®;(7;) is called
[tasKinput event mode]offset | offset ofT; relative toT;..
T3 |(P3=10,J3 =6)|P3 =4 Definition 2 (relative jitter). The activation of a task;
Ty |(Py=10,J4=06)|®y =2 relative to the completion time of a reference t&kcan
vary within a jitter interval of lengttv; (7..). J;(7..) is called
Table 1. Offsets and input event models of T3 jitter of T;; relative toT,.
and T,

) o The offset and jitter information of a task; relative to
The worst-case response time of the lower priority sk  task7,. shall be denoted (., ®;(r), J;(r)).

calculated by the WCDO [4] and WCDOPS+ [2] [3] algo-  The relative offset and relative jitter calculation extends
rithms is Ry’ = 4. This worst case response time, as showine global offset and jitter calculation by allowing any ref-
in the gantt-chart in figure 3, is obtained whEpstarts the grence task not just external sources. I.e. the relative offset
critical instant, i.e. thafl, is activated after having arrived corresponds to the minimum path latency starting from the
as late as possible. The maximum contributior/9fis ob-  reference task and the relative jitter corresponds to the differ-

tained by delaying its activation bitime units which causes ence between the maximum and the minimum path latency
it to coincide with the critical instant. Therefore, one inter-starting from the reference task.

rupt of 7y by T3 is calculated. In the example in figure 1, sincB, and 7} are activated
t, immediately after the execution completion@f, the offset
and jitter information ofl; andT} relative toT3 is: (17, 0,
T T, T, 0). SinceT; is activated immediately after; finishes its
' > execution, which take® time units in both best- and worst-
=2 I ; — t case, the offset and jitter information 0% relative to7; is:
Le—e——__-SIIIIIIIIZIIIZIZZN R%,=4
(11, 2, 0).
o= Depending on the system topology a task may have an off-

set and jitter relative to several reference tasks. This is shown
in figure 4 which represents an extension of the system in fig-
ure 1. Ty, Ts andTg have an offset and jitter relative

NOW, let us take a closer look on our System_ S|ﬂ'¢e andT3 while T7, Tg andTl(] have an offset and J|tter relative
produces one event at each output after each execdfion, t0 71 andZy.
andT, are always activated simultaneously. As both task s
share different resources, there is no conflict between the @‘
execution requests. Therefore, sifféeis activated aftefl, P =
finishes its execution (which tak@s¢ime units), an activation ’@} @ '
of T3 always occurg time units after an activation @f,. As = T
no former activation offs can be delayed by an amount of J—@*

jitter that cause it to delay or interrupt the executioriZpf Bl q .
the true worst-case response timelpfis Ry = 2. [j}* i

sssss T2

Figure 3. worst-case response time calcula-
tion of T, using WCDO and WCDOPS+
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The pessimistic worst-case response time calculation «
the WCDO and WCDOPS+ is due to the fact that these a
gorithms only consider the external events (here events pro-
duced bysource) as references to capture timing correla-
tions between tasks in the system. l.e. they ignore that, other
references in the system could lead to an exacter calcula- . .
tion. In the example above, since events at both outputs § Worst Case Response Time Analysis
T, are produced simultaneously, it would be more accurate In this section, we derive the worst-case response time cal-
to consider the completion time @f as a reference to cap- culation for a lower priority task; considering the relative

v

%

T T

Figure 4. System showing tasks having offset
and jitter relative to several references



offset and jitter information for higher or equal priority tasksthe busy period by activating it &t, 7; , must be activated
belonging to the same transactibn beforet. and thus, is not considered for the busy period. Fig-

The worst-case scenario for the task under analysis is obr€ 5 shows both activation scenarios or, and7 . In
tained by constructing a critical instant that leads to the general, when considering the available relative offset and
worst-case busy period_ Let us assume tbaﬁ started by Jltter information, and in order to obtain the maximum con-
some taskl, € hpr(T}). Without loss of generality, we set tribution to the busy period of jobs belonging to different
the Origin of time at.. We will first show the maximum con- tasks and haVing the same index, we have to consider all ac-
tribution of tasks belonging tbpr (1) to the busy-period, tivation scenarios. In each scenario, a maximum contribution

by considering global offsets only. Then we will addition-to the busy period is assumed for one job by activating it at
ally consider the relative offset and jitter. t.. Depending on the activation instant of this job and all

We assign indexes to each external evenactivating the available relative offset and jitter information, activation in-
transaction” as shown in figure 2. The first external eventStants for the other jobs are calculated. Note that this is very
that occurs before or at, is denotede,. Previous exter- similar to the global offset exploitation concept, where it is

nal events are assigned negative indexes. Following exterfdfcessary to check all possible critical instant construction
events are assigned positive indexes. For eachTasle- scenarios and choose the one that leads to the worst-case re-

longing to hpr(T;), each job is assigned the index of theSPonse time [4]. In the following, th_e activation scenario of
associated external event. A job ©f with an indexk is jobs triggered by the external eventis denotedd;. When
denotedr; . The activation instant dT . is denoted; . a maximum contribution to the busy period is assumed for a
g ea?liest iob off, that can be dlélayed enoug;h to peloP With indexk, we say that this job determines the activa-
7

activated at the critical instant is denoted In Figure 2, tion scenariady,.

g is —2. In [6] and [4]’ it was proven that the maximum a) T;x determines the activation scenario Ay :

contribution of a jobT; ,, with & > n;, to the busy period " .

is obtained by delaying its activation by a certain amount o 1

jitter to coincide witht,., or to activate it without any delay if ‘ l } Ty T T [T I

its earliest activation time occurs after e.g. in figure 2, the — | 7 0 ]

maximum contribution off; to the busy period is obtained e

by activating?; _; andT; _» att, and all the following jobs @

without any delay. Note that jobs with an index smaller tharb) T, determines the activation scenario A, :

n; are not considered since they cannot be delayed enou ¢
N

-~V

to be activated at..

So far, to calculate the maximum contribution of a jgh,
to the worst-case busy period, we determined its activatic Pt N U S L
instant depending on its global offset and jitter only. How- e 3
ever, if a relative offset and jitter information is available, )
an other dependency could exist betw&&p and jobs trig-
gered by the associated external evgni.e. jobs havingthe  In section 5, we stated that each task may have an offset
same index:, and belonging to other tasks frohpr(7;).  and jitter relative to several reference tasks. When construct-
Recall the example in section 5.1. By exploiting the availing an activation scenario, we choose a reference task which
able offset and jitter information relative g, we found out  is common to all tasks on the same resource and having rel-
that an activation off; precedes the activation @f; trig-  ative offset and jitter information. If there are several com-
gered by the same associated external everit,tge units.  mon reference tasks, we choose the most “recent” task as
l.e. although each job can be delayed to coincide wiflit  reference. In the example in figure 4, assuming that we are
is impossible to activate them simultaneously_at constructing an activation scenario f6§ and 7, only, we

Let T; be a task which also belongs tpr(7;). We as- choose the task) as reference task among the set of com-
sume that botf; andT; have an offset and jitter informa- mon reference tasks;, ;. When constructing an activation
tion relative to a reference tagk. Let (1., ®;(T}), J;(T,))  scenario forTy, Tio and T}, the only common reference
be this information fotZ; and (., ®;(7;), J;(T,)) for T;.  taskisT.

Consider the jobd; ,, andTj x, with k& > n;, &k > n; and After having constructed all activation scenarios for jobs
k < 0. Without loss of generality, let us assume that dudnaving the same index, we still need to combine them with
to the available relative offset and jitter information, the acactivation scenarios for jobs having other indexes. Assume
tivation of T; , always precedes the activation ©f ;. If thatk—1 > n; andk—1 > n;, i.e. the activations df; ,_;

we assume a maximum contributionBf, to the busy pe- andTj ,_; can also be delayed to coincide with Figure 6

riod by activating it at., 7} ;, will be activated aftet., and shows the activation scenarids,_; and A, involving jobs
thus its activation may occur outside the busy period. On thef T; andT;, assuming a higher priority faf;. Note that
other hand, if we assume a maximum contributio’pf to  since an activation of a job cannot precede the activation of

o
—
—
—
—
-~V

Figure 5. Activation scenarios for  T; ; and Tj



an anterior job belonging to the same tagk;_, andTj
cannot respectively determine the activation scenafigs,

tﬂ’)(lT

The latest occurrence of x, ¢7%",

the following equation:

can be expressed by

and A, at the same time. In general, if a job of some task

T, determines an activation scenario, all activation scenar-
ios having higher indexes can only be determined by jobs

either belonging t@’; or belonging to tasks that precedg

max
Jik

te + (I)j (TT) - (bi(TT) + Jj (Tr)
—maa:((),ém + JAT,) — Jz)

)

This allows a reduction of the number of activation scenar-

ios combinations we need to check. Note that the proce?sr

of combining activation scenarios is also very similar to th
process of combining critical instant candidates belonging
different transactions, when exploiting global offsets [4].

a) T, .4 and T; determine the activation scenarios A, and A, :
€1

.

T,-,k_,l Tk ‘ T ‘ -
e N ootz el | '
*
b) T; .4 and T; , determine the activation scenarios A, and A,
€1 € i
r l l m I uk\"’LH‘ Tik ‘ i ‘ o
[ 1 '
>
Figure 6. Activation scenarios  A;_; and Ay in-

volving jobs of T; and T}

oof. Let us first calculate the latest completion time of

-k as a function of; ;. The activation off; ;, occurs at

tihe earliest after an offs@i(r) after the completion time

of T, 1, i.e. without experiencing any delay. The delay,

is thus, assumed to be generated only due execution time
variations of7,. ; and jobs of tasks precedirig. and hav-
ing the indexk. However, since this delay can not exceed
Ji — Ji(T), the minimum delay experienced Iy ;, rel-
ative to 7, corresponds tonax(0,d; , + J;(T,) — J;).
Therefore, the latest completion time 6f ;, occurs at the
instantt; , — ®,(T;) — maxz(0,d; x + J;(T;-) — J;). Now
we can calculate the latest occurrencetpf as a func-
tion of t; . T} is activated at the latest after an offset
@, (T,) and a maximum delay; (T ) after the completion
time of T;. ;. Therefore, the latest activation instantf; is
tik+P5 (1) —i(T )+ J; (1) —max(0, 6+ Ji (T7) — J;).
Sincet; ;, = t., equation 2 holds. O

Now we can calculate the instaff; which leads to a
maximum contribution of’; ;, to the busy period, under the
assumption thaf’; ;, determinesA,. Since the activation
of T} ;, cannot precede the activation 6§ ,_,, the maxi-
mum contribution off;  to the busy period is obtained when
tjx = max(te,t;,—1). Inaddition,t; ; belongs to the inter-
val [t t7¢*]. Therefore, we have to distinguish following
cases:

In the following, we drop the assumption that an activa-

tion of 7} always precedes the activationBf. Let us now
assume thaf’; , determines the activation scenad, by

activatingT; 5, at the instant, , = ¢.. Letd; ; be the de-
lay needed by the activation @f, ;, to occur att. (seed;

in figure 5). The earliest occurrence wfy, %", can be
expressed by the following equation:

=t + ®5(T,) — ®i(Ty) — min(6ix, Ji(T)) (1)

Proof. Let us first calculate the earliest completion time of

T, as a function ot; ;. The activation off; , occurs af-
ter an offset®,(7).) after the completion time df;., and
can experience a maximum delay #{(7.). On the other
hand, this delay cannot exceég,. Therefore, the max-
imum delay experienced b¥; 5, relative toT, 5, corre-
sponds tomin(d; k, J;(T)). The earliest completion time
of T,.; occurs consequently at the instapnf, — ®;(7),) —
min(0; i, Ji(Tr)).
currence oft; , as a function of, ;. T} is activated at
the earliest after an offsdt;(7,.) after the completion time
of T;. .. Therefore, the earliest activation instant@f;, is
ti,k —‘v‘CI)J(Tr) — (I)Z(T,«) — min(éi,k, JZ(TT)) Sinceti’k =t.,
equation 1 holds. O

Now we can calculate the earliest oc-

o maz(te, tj,—1) < t7" in this case, the maximum
contribution of Tj j to the busy period is obtained
when it is activated as soon as possible after the instant
max(te,tjr—1). l.€. tjk = t””". In the example in
section 5.1, the maximum contrlbut|0n o} o to the
busy period is obtained wheg o = t. = 0. However,
sincetg'}gn = 2 under the condition that, ( determines

the activation scenarid, t3 o = t5')" = 2.

o max(te,tjp—1) > 17T We know tha’rt;”” is greater

or equalt; j_1. Consequentlyma:c(tc,t],k 1) = te.
Therefore, the instant; ;, occurs before.. l.e. T
does not contribute to the busy period. In the example
in section 5.1, the maximum contribution Bf , to the
busy period is obtained when o = t. = 0. However,
sincet’¢” —2 under the condition thal} , deter-
mines the activation scenariy, t4 o occurs before..

max(te,tje—1) € [T, t7¢*]: in this case, the maxi-
mum contribution ofT],k to the busy period is obtained
Whentj,k = max(te, tj,kfl).

Now after having considered jobs with indexes lower or
equal0, we will calculate the activation instants of jobs with



indexes greater thah In the following, we show that the
activation ofl; ; cannot be delayed by the activation of pre- T =
vious jobs and thus, the maximum contribution to the bus -
period of jobs with indexes greater tharis obtained when -

— =Rblin

they are activated, as before, without experiencing any dela|—mmeor.

The activation offj ; cannot occur before the instant+ . s
®;. l.e.t7{" > t. 4+ ®;. On the other hand, as stated above P
depending on the relative offset and jitter informatioy, .
with n; < k < 0, occurs either beforg, att., att; ,_, or 7 s

at¢”". We show that;;, < t. + ®;:

o t;, <t. itisobviousthat; <t.+ ®, oton
Figure 7. Response time average ratios as a
function of utilization

considering relative jitters, the effect of global jitters on
response times calculation can be reduced and thus, lower

e tj, =t;_1: Sincet; 1 also occurs either beforg, ~ response-times are calculated.
i min _ .
att., att; ,—o or attjy" ,, we can replacé — 1 by k 8. Conclusion

and repeat the same process described above.
In this paper we presented a new technique to capture

Since no job having an index lower or equatan delay timing-correlation between tasks in distributed systems with
the activation off’; 1, jobs with indexes greater tharcan be tree-shaped task-dependencies. We have seen that consid-
considered activated as before, without any delay. Thereforering the external system events activating tasks as unique
there is no need to exploit the potential relative offset andming reference does not allow to capture the complete ex-
jitter information for these jobs. isting timing-correlation between tasks in parallel paths. Our

As explained above, to exploit relative offset and jitter forsolution consists in considering tasks with several successors
the worst-case response time calculation we need to consides additional timing-references. We also developed an algo-
all combinations of activation scenarios with indexes lowerithm to exploit this approach for the worst-case response
or equal. Since for each task, the number of jobs that can btime analysis under a static priority scheduler. Through our
delayed to coincide with. is bounded, the relative offset and experiments, we showed that our technigue allows to cal-
jitter exploitation only adds a polynomial number of cases teulate considerably tighter bounds compared to other tech-
check to the global offset exploitation algorithm WCDO. niques. We consider that our approach is an important ex-
tension of the collection of analysis techniques exploiting
timing-correlation between tasks in distributed systems.

We have performed a large number of experiments us-
ing randomly generated systems with tree-shaped tasReferences
dependencies. Tasks mapping, event models, core execu-
tion times and priorities were also assigned randomly. We1j M. Jersak, R. Henia, and R. Emst. Context-aware performance
have compared the results obtained using our technique con- analysis for efficient embedded system desigrPrioc. of De-
sidering relative offset an jitter with the results obtained by  sign, Automation and Test in Europe (DATE’ORjris, France,
the inter event stream context blind analysis (i.e. without Mar. 2004.
considering timing-correlation between tasks), WCDO, and?] O.Redell. Accounting for precedence constraints in the analy-
WCDOPS+. sis fo fixed priority scheduled tasks. Technical Report 2003:4,

; ; TRITA-MMK, 2003.
. Figure 7 shows the response time average ra[3] O.Redell. Analysis of tree-shaped transactions in distributed
tios Rblind/Rr(zlativea RWCDO/Rrelative and

/ . real time systems. IRroc. of 16th Euromicro Conference on
Rwcpops+/Rretative as function of the system uti- Real-Time System€atania, Italy, June 2004.

lization. The results show that a large improvement can bpy] J. C. Palencia and M. G. Harbour. Schedulablilty analysis for
obtained due to the relative offset and jitter exploitation: up  tasks with static and dynamic offsets.Rroc. 19th IEEE Real-

to 66% compared to the inter event stream context blind  Time Systems Symposium (RTSSBE#)8.

analysis, up to57% compared to the WCDO and up to [5] J. C. Palencia and M. G. Harbour. Exploiting precedence re-
41% compared to WCDOPS+. It is also interesting to lations in the schedulablilty _anaIyS|s of dlstrlbuteq real-time
note that in general, a larger improvement is obtained fo systems. IProc. 20th Real-Time Systems Symposil#89.

e . 6] K. W. Tindell. Adding time-offsets to schedulability analysis.
large system utilization. This is due to the fact that a large ~ 1ochnical Report YCS 221, Univ. of York, 1994,

system utilization leads to higher calculated worst-casgr] k. w. Tindell. An extendible approach for analysing fixed pri-
response times. This in turn leads to larger task global jitters  ority hard real-time systemsJournal of Real-Time Systems
on which, the response times themselves depend. When 6(2):133-152, Mar 1994.

et = t7¢": using equation 1, we can state thaf"
te + ®;(T;). Therefore, sinc@®; > ®;(T), t73"
tc + (I)j.

<
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7. Experiments
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