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Abstract the PDF of the critical path is unrealistically complex.

Recently, a number of techniques have been developed to per-
In this paper, we highlight a fast, effective and practical statisti- form statistical timing analysis. They can be broadly classified into
cal approach that deals with inter and intra-die variations in VLS| full-chip analysis angath-basedanalysis. Full-chip analysis maps

chips. Our methodology is applied to a number of random variableh® Whole block to an acyclic graph and strives to propagate and

while accounting for spatial correlations. Our methodology sorts'€r9€ the PDFs ofthe gate delays, in order to get the PDF of the crit-

. . . . ical path of the circuit [2-9]. This method has an inherently exponen-
the Probability Density Functions (PDFs) of the critical paths of A tial run-time with circuit size. Therefore, in the pursuit of reducing

circuit based on a confldence-pglnt. We show the mathematical agge run-time, advocators of full-chip analysis have to use primitive
curacy of our method as well as implement a typical program to tesfielay models, assume that gate delay PDFs are given [3,4], neglect
it on various benchmarks. We find that worst-case analysis overegrarameter correlations [2,3,8] and draw on inaccurate approxima-
timates path delays by more than 50% and that a path’s probabilistions [7]. And even with this, they sometimes giweundsfor the
tic rank with respect to delay is very different from its deterministicdelay PDF and not the PDF itself [2,8,9]. In the path-based ap-
rank. proach, the PDF of one path is calculated at a time [10-11]. First,
Deterministic Timing Analysis is performed on the circuit in order
to find some upper percentage of nominally critical paths. Then,
eachcandidatecritical path is analyzed statistically, with the aim of
computing its delay PDF. Therobabilistic critical pathis decided
by comparing some confidence-point on the PDFs, such a3dthe

. : : : L oints. This method allows for more complex delay and intercon-
VLSI. de5|gn§ implemented in t_he nanometer regime. \_/a_rlatlons Caﬁect models [11]. Some common assumptions and drawbacks, both
be eitherenvironmentabr physical Environmental variations are full-chip and path-based statistical analysis, include the considera-

due to unpredictable qperating conditions such as the. POWET SUPBion of only 1 RV (usually effective channel length) [9,10], the use of
voltageVaa and the chip's temperature, whereas physical varlatloni correlation-space at most (usually spatial correlations) [9,10], the

anse durlng_ the fabr_lcatlo_n of the chip a_nd include permanent dISr'estriction to a certain kind of input PDF (usually Gaussian) [10,12],
crepancies in the oxide thickness, effective channel length. s

- . . - 4 and the exponential run-time needed to get accurate results [2,9,12].
and interconnect dimensions. These variations appear at different In this work, we propose a path-based methodology which re-
levels of the manufacturing procesater-lot, inter-wafer, inter-die laxes some the,se assumptions while maintaining a run-time of poly-
andintra-die. Traditionally, djscrepancies in VLSI chip parame_ters nomial complexity. Our methodology includel the stepshat lead
Cv?)\;gt?::sne? (i:r(f:sc;eu\gfze'cli'i:r?irnlaszlr?ai?gii:/valoi:tsiiZs(ge:rtl-aCI;:iz ir;O;n('jr:_“ @ gr]1ding the probabilistic critical path, from the initial deterministic
nalysis algorithms to the ranking of all probabilistic critical paths of

terministic timing analysis that was a fair assumption to make unti - .

a few vears ago. when intra-die parameter mismatches were consié‘e circuit. The methodology accounts for several RVs which affect
Y g0, wher p L : rgate delay variations. Spatial correlations for these RVs are taken

ered to be negligible in the presence of the more significant inter:

. L . ) . into consideration. Our findings emphasize the critical path dela
die variations. Today, intra-die variations must be accounted for, as 9 P P y

o L . : Overestimation that arises due to worst-case analysis.

worst-case timing analysis is highly potential-cutting [1].

Physical parameters are susceptible to random variations from . .
their nominal values, and therefore should be modeled as Randoss  Modeling and Assumptions
Variables RVs. If the circuit to be analyzed contains thousands of
gates, and because of the existing spatial correlations between RZsl  Gate Delay Using EImore’s Model
of the same kind, thousand-variable Joint PDFs (JPDFs) should be
used for each RV kind. Getting all these joint distributions is com-  In order to perform probabilistic timing analysis later in the pa-
putationally impossible for some reasonable discretization accuracper, we first derive the delay of any path which is composed of gates
let alone the exponential run-time needed for computing any pathy using EImore’s model. Based on Elmore’s delay model, [13]
PDF using such JPDFs. If the number of discretization points oshowed that the propagation delay of @input NAND gatet,, is
the JPDFs per dimension is equalQWALITY, then an N-variable formalized as
JPDF will haveQUALITY? discretization points, making the com-
putational complexity for computing the delay PDF of that path
O(QUALITYY). Hence, the exact numerical solution for finding
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1 Introduction

Variability is posing an increasing challenge to timing analysis of

tp :0.345[RchNF[(FI —1)+FIRNCT,,+RPCn] Q)



whereF7 is the number of fan-ing}; is the drain capacitance, 2-NAND | 2-NOR INV 2-XNOR

Cy is the sum of the drain capacitances of this gate at the output tor | 0587ps | 0.369ps | 0.225ps | 0.529ps
node, plus the gate capacitances of all fan-out gates, as well as the ‘L;f i g-ggéﬂz é-;g?gz 8-12222 é-ggigz
wire capacitance, whil&y andRp are the NMOS and PMOS on- Vi 0.07ips | 0.046ps | 0.030ps | 0.070ps
resistances, respectively. Fatort channel models for Ry and [Vrp|| 0.088ps 0.025ps 0.078ps 0.066ps

Rp, t, can be expressed as
Table 1. Sensitivity Analysis of the Elmore

ot
. —o 345t0zLeff[ Vaa N 1 ) Delay Model ( ‘aTﬂXnom . omi‘ for each ;)
= . « i L
b €ox (Vaa = Vrn)t® ~ 1.5Vaa — 2V, (0t,,=0.15nm, 0, , . =15nm, 0y, =40mV,0y,., =13mV,0y,. =14mV)
T . R Lol @
(Vaa — [Vrp)'® ~ 1.5Vaa — 2|Vrp|
where that the correlation information between tQy ;s is in number of

common RVs they have and their variances. This method was used

CanFi(Fr —1) + F1Cyp only for spatial correlations .. We include other RVs to the

a = 3)

pnWhn technique proposed in [9], to account for any other chip variations.
s - Cn @ Since we are accounting for more than 1 RV, we will first provide
T upW, a general formulation to the spatial correlation problem. y e¢fer

toa aarameter (va) with a If(nown marginal probabilityI distribu(tjion,
. . s i referstoa RV of t of any partition in a certain level an

where ¢, is the oxide permittivity, W./W, are the iﬁu refers to the Rvyg?<typ©< gl?d of partition; in level zl X0
NMOS/PMOS channel Wldth&n/,up are the NMOS/PMOS mobil- g assigned a PDF whose meanyis,minai- Eachsubsequeny;
ities andVr,,/Vr, are the NMOS/PMOS threshold voltages. Similar is assigned another PDF, with a meanzefo, such that the PDF
delay equations can be found for an inverteramput NOR gate  of Zf:_ol x: 1S equal to the PDF of, which is given. Ify has a
and a2-input XNOR gate. They all have treame formas (2) with ~ Gaussian PDF, this simplifies to assigning a Gaussian PDF to each
different values forv and3. These are the gates under investigationX:» Such that
which constitute all ISCAS85 benchmarks. Thus, a path consisting o2 = Lil o2 ®)
of N such gates will have a delay equation of the form A
whereL is the number of hierarchical layers, and layer O represents
the whole correlation space. The RV of a certain gate,.. for

N tos Leff: Vad. h g €
tparn = S {0.345 252 i dd; + ! ) instance, will be set to the sum over all layers of the partition RVs
NV Vrn, )13 ' 1.5V, 2V ; Al
= €on (Vaa; = Vrn,;) 5Vaa; = 2Vrn, that it belongs to, yielding
Vda, 1
+ Bi t =+ i
((Vdd,i — ‘VTpi‘)l'd 1~5Vddi 72‘VTP'i‘)]} L-14"—1 o
- Xgate = D > &(, 7, gate)xi,; ™
=0 7=0

where¢ = 1 only if j is the partition thegate belongs toon level
i, and§¢ = 0 otherwise. It is the inter-die variations in some
that decide the chip-mean gf The remaining layers correspond to

In order to investigate how much each parameter’s variability af_dif'ferent levels of intra-die variations. Intra-die variations are only
fects the delay, we performed a first-degree sensitivity analysis fdiéviationsaroundthe chip-mean. This is why all layers except layer
the delay of a 2-input NAND gate, an inverter, a 2-input NOR gateO were assigned zero-mean PDFs. As fc_)r_the mean of the inter-PDF
and a 2-input XNOR gate, all with fan-outs of 2, at the nominal©f somex (the mean of the PDF 0)?0.)’ itis gqual 10X nominats
values of all parameters. To avoid complicated calculations, and tgecause the average of the meang.oi all chips of all wafers of

, . _|OtS, iS nominal -
focus the reader’s attention to the approach, we assumed the pararﬁ‘@ Using %ﬁe above spatial correlation description, the path delay (5)

ters to be independent and all capacitances to be constant. We COpyn pe re-written as
pared the values 4@ - awi‘ for each parametes;, where

[x
oz, nom

2.2 Sensitivity Analysis

X is the vector of parameters aag, is the standard deviation ef. oarH — f:{04345 2w tomuw 2oiuw Lef fuw o
130nm CMOS technology values were used, and the typical vari- i=1 Cox
ances were obtained from [15]. The parameters that had the most v Vidu w
impact on the delay were,, L. ¢, Vaa, While Vr,, and V-, had o S Vit — S0 o Vema )5
less effect. Table 1 shows the linear approximations of gate delay o .
variations as a result of varying thos&Vs by oneo ;. 153w Viduw =22 w0 VTnu )
. . 2w Vddu w
2.3 Layering of Correlation-Spaces + Bi( — : +

(Ei,u.w Vddu,w - Zi,u,w |VTT’u,w|)1'3

In this section, we show a simple yet efficient method developed !

in [9],[10] that divides the spatial correlation-space into several lev- 15w Vadu,w = 2205 w0 Vw0 |
els. We use this technique to get rid of the correlated RVs while

keeping the correlation information. The model first replicates the whereu andw represent the layer number and the partition num-
die on several layers, then divides each layefrthe die into4 rec-  ber, respectively. Even though the RVs in the equation of a path are
tangle regions. Using variabilities ib. ¢ for each layer’s partition-  considered as independent, we still cannot use this to our advantage
size, the model replaces tlig sy of each gate by a sum of RVs, such in order to find the PDF of anyparx. This is because the same

o ®



RV, for instance, sayi..s, ,, can belong to the, of many gates in

the same path. Therefore, we cannot separately calculate the delay
PDF of eachy,,, along a path, since the same RVs may re-occur inpATHmm
the path, causing correlation betwegyis. In the following section, '
we will use the Taylor series first-order approximation for the gate +>_ ci,wo-%/ddu‘w +> di,waf@nu'w +> ei,wafvau_w| (14)
delay, in order to linearize part @f,, and therefore transform (8) o o o '

into a suitable form for PDF calculation in low run-time complexity.

2 2 2 2
= a; ., o by, WO
D T Tty T 2 b Leffow

u,w u,w

2.4 Taylor Series First-Order Approximation for Path Delay 2.5 Convexity Analysis

Let X; represent the vector of RVs of gateX,:., the vector of For the delay equation for the gates used, we calculated the val-
inter-RVs, AXin¢ra; the vector of intra-RVs of gaté and for any ‘ 8%ty ) ‘ _ :
gatei: X; = Xinter + AXintra; . Using the Taylor-series first order Ues Of| 5575 o i for each par.ameterl. This represents the
approximation oft,, taken at the bias poif{;,...., the gate delay change of the derivative of delay with respect to that parameter for
equation is formulated in vector and scalar forms as follows a one standard deviation change of the parameter. The first deriva-

tive of gate delay with respect to those RVs is in the order of tens
of pico-seconds per \olts, which is significantly higher that the val-

2
ues of‘ gxt_g [Xnom - Ox;| for all parameterr;. Therefore, we can
It should be noted that the mean Mf.ier IS Xnominat, the  concjude that even a worst casieange in the derivativefor a 3¢

mean ofAX;n¢rq; IS zero, and that this approximation is accurate ) . .
if AXintra, < Xinter. Since the intra-die RV standard deviations change in those RVs, would still be an order of magnitude less than

are much smaller than the nominal values of those RVs, the approxﬁhe actual value of the derivative. Therefore, the convexity is small
mation is valid. Replacing the intra and inter RVs of (9) by the layerenough to ensure an acceptable accuracy for this approximation.
RVs described in the previous subsection, we will get Doing the numerical computation of the inter-PDF at once
would require a complexity of(O(QUALITYinter®), where
QUALITYinter is the discretization of the PDFs of the inter-RVs and
does not have to be equal@JALITYintra (the discretization of the
whereXo o is Xinter- PDFs of the intra-RVs), an& is the number of different parameters
All summation RVs are assumed to be independent, both insidgeing varied. One should try to separate as many variables, in or-
each sum and across sums. This is very helpful becitiseir coef-  der to reduce the complexity of the PDF-computation. It should be
ficients were constantsve would have an intra-part that is simply a noted however, that with more complex models, inter-delay equa-
linear combination of independent R\Finding the intra-delay PDF  tion will tend to become inseparable in almost all its parameters.
would then be very easy. However, their coefficients are the partigh such a case, one should identify the parameters witHethst
derivatives of delagvaluated ai;x:e-, which is a random vector  inter-variabilities, and when using the Taylor-series approximation,
Hence, we will take a final zeroth-order approximation that evaluinstead of using their inter-RVs, one should use their nominal values.
ates the partial derivatives at nominal value [10], and thus making\nother possible compromise of accuracy for faster run-time could

tpi (XinteT + AXintT{Li) = tpi (Xinter) + thi ‘X,’/nth . Axintrai (9)

tp; Kinter + AXintra;) R tp; (X0,0) + Viplxg o - O Xuyw  (10)

u,w

them constants: be to reduc€UALITYinter.
Aty Aty In the next section, we explain our full methodology, which
ax Xinter & 5 Mnominar (D makes use of the two assumptions analyzed in this section, in or-
yielding der to find and rank some upper percentage of probabilistic critical
paths.
tp, (Xi) R tp; (X0,0) + @i D towy u +bi D Lepry o + 6 D Vady w 3 Methodology

A high-level description of our methodology flowchart is the fol-
lowing. First, we set the number of RV&], the number of layers

t\kllvg%f;gi; g; 'gcéied; taﬂg r?i r?ai?v%?ﬂgta?rtwsu gqtli]aé E)oamedggyilvgtci]\a?tig;@) for the spatial correlation-space, as well as the variabilities of
in (8) changes when we use this épproximation. Using (12), for gach layer in each RV. The circuit is then mapped tining graph

+d; Z VIng » t+ € Z ‘VTPu,w | 12
u,w

u,w

path of N gates, (8) yields and we evaluate all gate deterministic delays as well as derivatives
with respect to all RVs that are being considered, at their nominal
N values. The inputs to the methodology are a description of the cir-
tparn = D tp; (towg g5 Leffo.00 Vidg,o» Vng o5 Vrpg o) cuit connections, gates, inputs, outputs as well as any necessary in-
! formation related to correlations, liKe:, y) coordinates to compute
+ 2 auwtory . + 2 buwlessy b+ D CuswVady the spatial correlations. These are one time calculations. Next, the
“ o oY deterministiccritical path is found, using Bellman-Ford. We per-
+ ;u;d“’wv“wv + ;;eu,w\Vpr,l 13 form the probabilistic timing analysis of the deterministic critical

path delay: We find its intra-delay PDF and its inter-PDF, using the
wherea, w, bu,w, Cu,w, du,w ande, ., are constants corresponding techniques described in the previous section, and finally its total de-
to layerw and partitionw. The first summation is ther a7 w,,,,.,.» lay PDF (accounting for inter and intra variations). From its delay
while the following terms are th&r a7 H,,,,,.,- Therefore, the intra-  PDF, its standard deviationc is extracted in order to have an idea
delay of a path is simply a linear combination of RVs. If the inputabout the variability of our circuit. Using that standard deviation and
RVs were Gaussian, then finding the intra-PDF would be equivalergome arbitrargonfidenceonstantC' that the user inputs, we find all

to finding its variance the next deterministic critical paths that are witliin o of the first



deterministic critical path delay. We perform the same probabilistié ™" @"*280 o
timing analysis to each of those paths sequentially. In the end, we LABELrooT = D — Coc
1 i it FIRSTrooT = true
can compare any confidence point, such .aSBtHe, on the CT'F'Ca' 2. Find Near-Critical Paths (ROOT, LABEL roor,FIRSTrooT)
path PDFs, in order to rank them and obtainghebabilistic critical For all fan-in nodes:; of ROOT
path Fig. 1 shows the graphical flowchart of our methodology. If (LABEL,,;, >= LABELrooT — W;)

If (FIRSTrooT = true)
Add n; to the path

3.1 DetermInIStIC Delay Computa'[lon Update de|ay and node count of path
Find Near-Critical Paths(; , LABELrooT — W;, true)
The Bellman-Ford algorithm was used to find the deterministic E'sgreate new path

critical path of a circuit. The weight of each edge in the algorithm Find all previous nodes tBOOT in previous path
is to be the nominal delay of the node before the edge, since the Add previous nodesROOT andn; to new path

h is simple, directed and acyclic. The worst-case complexity of Set delay and node count of new path
grapn IS simple, directe yclic. The s piexity Find Near-Critical Paths(; , LABEL roor — Wi, true)
Bellman-Ford isO(|N| x |E|), where|N| is the number of nodes End If
in the graph andF| is the number of edges. This can be quite big End If

. - o End F
if the graph is very dense, however, the fact that our graph is simple naror
and acyclic makes it highly unlikely to reach that worst-case. Figure 2. Finding near-critical paths

3.2 Probabilistic Timing Analysis to Deterministic Critical Path

S . . .. fan-in nodes that have labels larger than the label of the root minus
Probabilistic timing analysis is applied to the deterministic Clit- the weight of the edge between them. If there is such a node, than
ical path to find its standard deviation. The probabilistic analysi§,. same thing is repeated for that node as the root. This is repeated

is separated into intra- and inter-delay calculations. The variance QIntiI n, is reached for each path. The worst-case complexity of this
the intra-die variations are formulated using (14), and the PDF of th Igorithm isO(x x | E|), wherer is the number of near-critical

intra-delay is computed (assuming it's Gaussian). The complexit)‘/)aths andE| is the number of edges in the graph
of such a PDF computation is simpfy (QUALITYintra). For the Finally, probabilistic analysis is done for all the near-critical

inter-delay PDF calculation, the first term in (13) is used. Finally, aths, one path at a time, to find the delay PDF of each. In the

the intra- and inter- PDFs are convolved to evaluate the total delagnd \l/ve rank the paths b:';\sed on their PDFs by some cénfidence

tF;]DF' Suplpoilngfttr;]at both 'T[iFS haveé)a_ dlscretleR(Li?_IEd\)(ngTY, point. We determine the probabilistic critical path and visualize
e complexity of the convolution is obviousp(Q )- the change in rank of paths, going from deterministic to statistical

\éVe usIeO|trI1e s;?gard de_\/lzgomo() O; the_ dbe_lt_ermlnlhstlc_crltl_ca\lN analysis. It is important to note that the means of the delay PDFs
path total delay as an indicator of variability in the circuit. We ¢ o paths ar@ot the same as their deterministic delays, because

will choose and analyze all the paths whose delays are larger thape ;01 gelay is not a linear function of RVs and therefiie ex-

D ;CC ae, whereDk:s the deternjfmlstlcfrﬂel?y of thﬁ. critical path ected value of the delay, is not the delay of the expected values
andC'Is a constant the user specifies. The larger this constant, thg, intra-delay calculations for all the paths yield a complexity of

more confident we get in that there is no other path in the circuit thab(ﬁ6 % © x QUALITYintra), where2 is the number of layer-RVs
is probabilistically longer than the one we got, but the more run-timqn the path. However, the bo%tleneck complexity of the methodology

Is needed. I_n_or_der to find all the next critical paths_wmfﬂnc .._comes from the inter-delay PDFs, which have a worst-case complex-
of the deterministic critical path, we used the recursive algorlthn]ty of Ok x QUALITYinterR)

shown in Fig. 2, wheréV; is the weight of edge andLABEL,,, is
the delay label of node;, equal to the maximum arrival time to . .
from n,, that was calculated using Bellman-Ford. In broad terms4 Results and Discussion
the algorithm starts from a root node, whichrig, and checks for

We implemented a program that reads the circuit-description as

a Design Exchange Format (DEF) file and gets the variability infor-
Start

= " mation from the user, in order to generate and rank the delay-PDFs
v g of critical paths. It applies all the steps of the methodology described
Description

in the previous section and depicted in Fig. 1. The considered RVs
were:tos, Let s, Vaa, Vrn andVr,. Their PDFs were assumed to be
Gaussian, truncated at th&is points. Typical standard-deviations
were taken from [15]. Théz,y) coordinates of the gates were ex-

Initialization

Near-

Critical . o ; )
plfrf: Find all near- tracted from the DEF files in order to account for spatial correlations.
critical paths . ) .
We used a 4 layer model along with a fifth random layer, and we di-
Probabilistic vided the total variances equally over all layers. We tested our pro-
Ranking of paths gram on the ISCAS85 benchmark circuits, usidgnm technology
nominal values. The computations were performed using PDF dis-
END cretizations oQUALITYintra = 100 andQUALITYinter = 50. We
shall illustrate how these values were chosen as an optimal trade-off
Deterministic - : between run-time and solution accuracy. Table 2 summarizes the
critical path intra-delay PDF inter-delay PDF | | Total delay PDF It
calculation path calculation calculation calculation results.
The confidence constant provides a mean for controlling the
Figure 1. Methodology Flowchart number of near-critical paths to consider. We started with a mini-

mum of C' = 0.05 (except forc6288) and we increased@' until we
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o.08| i i crit-
007l critical total inter intra iy
‘ path o g i ca
i mean | ®) | (s) | (ps) | Paths
"§_ 0.04} (ps)
6.5 Only intra-die variations 265.891 19.950| O 19.950| 20
0.0zl 50% inter-die,50% intra- | 267.074 35.577| 32.674| 14.076| 54
die
oo 75% inter-die,25% intra- | 266.889 41.388| 39.060| 10.778| 76
% 100 200 300 400 500 600 die
path delay (ps)

converged to a critical path that is not changing. In Table 2, we usedf ¢432, for 3 different scenarios of inter- and intra- variances, for

the minimum value of” that found the correct probabilistic criti- the same total RV variabilities. Table 3 demonstrates the results. One

cal path. However, for benchmark288, even for aC = 0.005, can clearly see that the larger the inter-variability is, the larger will

the number of near-critical paths was more than a hundred thousank the path-delay standard-deviation. In fact, large inter-variability

which is unacceptable both in terms of run-time and memory. Sdncreases the possibility that all the gates in a path are subject to

we usedC' = 0.001, which still yielded about 900 paths. Column worst-case variations. Even the number of near-critical paths in-
creases because of the increase ©f

Table 3. inter- and intra- variations

Figure 3. Delay PDFs of the 15, 798" and 1596'" paths
in c1355 Columnll in Table 2 demonstrates thew rank of deterministic
critical path after applying probabilistic timing analysis. Some paths

7 shows the number of critical paths for each circuit. This num-remained unchanged (such@$2, 880, ¢7552), while others were
ber depends heavily on the choice of the confidefic@ecause all  nominally faster paths (notably #1355 - what used to be the 40th
paths with a delay withi'oc of the nominal critical delay are con-  slowest deterministic path is now the critical path in the probabilis-
sidered near-critical, wherec is the deterministic critical path’s tic analysis). This is because of the spatial correlations’ impact on
standard deviation. In addition, the type of benchmark (structure of1355's topology, increasing the variability in a path, causing their
the graph), as well as the variability and correlations of parameters, delays to become very big. The larger the variances and corre-
affectoc, and therefore the number of critical paths. To see thisjations, the more deterministic and probabilistic ranks will tend to
one can observe the large difference in critical path numbers, betiffer from one another. Fig. 5 draws the probabilistic rank of the
tween circuits for which we used the saifie such as benchmarks first 100 paths of benchmarkl 355 versus their deterministic ranks,
880 andc1355: ForC = 0.05, the former had 3 near-critical paths, when aroundl600 near-critical paths were analyzed. Fig. 6 illus-
while the latter had 1596. Fig. 3 shows how close the delay PDFgates the same plot for the firs0 paths of benchmark7552 with
of the1*, 798" and1596"" paths are ir1355. It should be noted  the same number of analyzed near-critical paths. We observe that
that Column shows the mean of the probabilistic critical path PDF the first plot is considerably far from the first bisector, which means
which is very close buhot equal to the nominal critical path de- that distances between paths are very smalti855 compared to
lay, because the delay is non-linear. Colurfirend5 depict the3c  the existing amount of variability. On the other hand, in the plot for
points for the critical path delay PDFs and the % overestimation o£7552, we can see that the ranks’ changes are minor. This can be
the worst-case analysis over the points of the probabilistic critical ~ explained by the fact that the graph«if355 is more bushy than that
path delay. On average, an overestimation of 55% is found, whicbf c7552, therefore paths are much closer in terms of their delays.
demonstrates how unacceptable and persistent the conservatism Téwus, path delays are very vulnerable to change ranks farltis
sulting from worst-case analysis can get. Fig. 4 shows the criticatase (as depicted in Fig. 5). This is not the casec652 where
path’s intra- and inter- delay PDFs fo432, as well as the convo- the delay of the paths are more distinctive. Moreover, spatial cor-
lution of the two, which is the total delay PDF. In addition, the 3- relations can be accounted for larger delay variances 355, due
sigma point of the total probabilistic (statistical) PDF compared tato its DEF circuit description. In conclusion, it is the topology and
the worst-case deterministic analysis. placement of the circuit that usually determine changes in critical

In order to characterize the different effects of inter- and intraspath ranks.
variations on the delay, we performed probabilistic timing analysis Finally, the last column in Table 2 shows the run-times of the

Circuit Deterministic analysis Probabilistic analysis
name run-
# of gates | critical path worst-case % diff. C # of critical path critical path # of det. time
delay (ps) delay from 30 critical mean (ps) 30 point gates rank (s)
(ps) point paths (ps)
432 160 266.771 545.009 56.61 0.05 32 266.640 347.996 16 1 0.2
499 202 180.004 358.336 49.94 0.05 58 179.183 238.979 11 40 0.6
880 383 205.999 421.535 58.68 0.05 3 206.036 265.655 23 1 <0.1
c1355 546 241.245 486.283 52.46 0.05 1596 240.180 318.963 24 902 27
1908 880 326.109 675.068 58.07 0.05 5 324.403 427.082 40 5 <0.1
2670 1269 375.465 762.627 57.26 0.1 74 373.216 484.960 32 18 15
3540 1669 459.501 903.289 48.32 0.05 32 458.431 609.015 41 8 0.5
c5315 2307 381.292 775.375 50.69 0.05 5 381.177 514.552 48 1 0.4
6288 2416 1033.433 2163.213 62.22 0.001 896 1033.531 1333.470 124 1 15
7552 3513 383.688 754.628 51.57 0.05 5 383.557 497.886 21 1 0.4

Table 2. Results
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One last observation involves the typical minimum valueof
Looking at Table 2, we can see that the bigg€sive needed, to
find the absolute critical path, wasl. This means that, for typi-
cal circuits, the probabilistic critical path is withifd% of a typical

path-delay standard-deviation from the deterministic critical path.
This is a vital advantage for path-based statistical analysis, because
it means that typically the number of near-critical paths to consider

We presented a framework for performing statistical timing

analysis. Five random variables have been accounted for in spa-
cial correlations. The work presented has a polynomial run time.

Our findings confirmed that the worst-case analysis overestimates
path delays by more than 50%. Moreover, depending on the circuit’s
topology and placement information, a path’s probabilistic rank with
respect to delay could be very different from its deterministic rank.

0.07 0.07
0.06 0.06
; _—
£ 005 > 005
2 3
£ oo4 ? 0.04
£ £
& o003 £ o003
0.02 0.02
0.01 0.01
-?50 -100 -50 o] 50 100 150 ? 00 150 200 250 300 350 400 450
intra delay (ps) inter delay (ps)
(a) Intra-delay PDF (b) Inter-delay PDF
Figure 4. Inter-, Intra-, and Total PDF for
1600 T . . -
= 1400 j
g 3 ¥
'.6 1200 . 3 -
é 1000 > |
=
< 800 i
k] | .
‘= 600
£
$ 400
=
= 200 .
L] I o P is acceptable.
o 20 60 80 100
probabilistic rank of path
5 Conclusion
Figure 5. Probabilistic rank vs. Deterministic rank for
c1355 (Large change in ranks)
120
r—
= 100 > s
= X o
‘S 5
> 80 ] <
s I .
< 60 5 |
g a0 il
E Tl ofe References
= | amI
2 \‘M\\\HMHH ‘ ‘ [
o 20 40 60 80 100

probabilistic rank of path

[2]
Figure 6. Probabilistic rank vs. Deterministic rank for
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whole program, from the input-file parsing, to finding the deter- [5)
ministic critical path, to computing their delay PDFs and ranking
them. For a path-based approach such as ours, the path delay coniél
plexity is directly proportional to the number of near-critical paths

to consider, hence those run-times are very strong functiows. of 71
Moreover, the run-time also varies with the graph structure: very 8]
close deterministic delays will imply a considerable number of near-
critical paths. Lastly, run-time is a strong function of the discretiza- [g;
tion pointsQUALITYintra andQUALITYinter.

In order to measure the trade-off between accuracy and run{l9
time, as far aQQUALITYintra and QUALITYinter are concerned, a1
we calculated the delay PDF o#99, using a series of discretiza-
tion combinations. The most accurate would be the one dong;y
with the most discretization points. As an optimal trade-off be-

tween accuracy and run-time, we chose the paALITYintra = [13]
100, QUALITYinter = 50) because it yielded an accuracy within
0.009% of the3o point with the highest discretization, with a run- (4]

time of 0.4 seconds. Thus, the work presented in this paper usegS]
QUALITYintra = 100, QUALITYinter = 50.

D. Boning and S. Nassif, Design of High-Performance Microprocessor Circuits,
Wiley-IEEE, 2001. Chapter 6

A. Agarwal et al., "Statistical Timing Analysis Using Bounds and Selective Enu-
meration,”"IEEE Trans. CADSept. 2003, pp. 1243 - 1260.

S. Devadas et al., "Statistical Timing Analysis of Combinational Circui@CD
1992, pp. 38 - 43.

H. Jyu et al., "Statistical Timing Optimization of Combinational Logic Circuits,”
ICCD 1993, pp. 77 - 80.

F. Najm et al., "Statistical Timing Analysis Based on a Timing Yield Model,”
DAC 2004, pp. 460 - 465.

S. Tongsima et al., "Optimizing Circuits with Confidence Probability Using
Probabilistic Timing,"ISCAS1998, pp. 270 - 273.

L. Jing-Jia et al., "Fast Statistical Timing Analysis by Probabilistic Event Propa-
gation,” DAC 2001, pp. 661 - 666.

A. Agarwal et al., "Computation and Refinement of Statistical Bounds on Circuit
Delay,” DAC 2003, pp. 348 - 353.

A. Agarwal et al., "Statistical Timing Analysis for Intra-die Process Variations
with Spacial CorrelationsJCCAD 2003, pp. 900 - 907.

A. Agarwal et al., "Statistical Delay Computation Considering Spacial Correla-
tions,” ASP-DAC2003, pp. 271 - 276.

A. Gattiker et al., "Timing Yield Estimation from Static Timing Analysis,”
ISQED2001, pp. 437 - 442.

M. Orshansky et al., "A General Probabilistic Framework for Worst-Case Timing
Analysis,” DAC 2002, pp. 556 - 569.

L. Wei et al., "Design and Optimization of Dual-Threshold Circuits for Low-
\oltage Low-Power Applications[/EEE Trans. VLSIMarch 1999, pp. 16 - 24.

J. Rabaey, Digital Integrated Circuits. Englewood Cliffs, Prentice-Hall, 1996.

S. Nassif, "Delay Variability: Sources, Impacts and TrendS3CC2000, pp.
368 - 369.



	Main Page
	DATE'05
	Front Matter
	Table of Contents
	Author Index




