Abstract—ICT adoption rate boomed during the last decades as well as the power consumption footprint that generates from those technologies. This footprint is expected to more than triple by 2020. Moreover, we are moving towards an on-demand computing scenario, characterized by varying workloads, constituted of diverse applications with different performance requirements, and criticality. A promising approach to address the challenges posed by this scenario is to better exploit specialized computing resources integrated in a heterogeneous system architecture (HSA) by taking advantage of their individual characteristics to optimize the performance/energy trade-off of the overall system. Better exploitation although comes with higher complexity. System architects need to take into account the efficiency of systems units, i.e. GPP(s) either alone or with a single family of accelerators (e.g., GPUs or FPGAs), as well as the applications workload, which often leads to inefficiency in their exploitation, and therefore in performance/energy. The work presented in this paper will address these limitations by exploiting self-adaptivity to allow the system to autonomously decide which specialized resource to exploit for a carbon footprint reduction, due to a more effective execution of the application, optimizing goals that the user can set (e.g., performance, energy, reliability).

I. INTRODUCTION

Computing systems have to operate in uncertain scenarios, where some of the characteristics of the surrounding environment can affect the device behavior. Let’s consider, for example, a mobile phone that has to operate in different signal conditions, trying to consume the least amount of battery possible. Another important issue to be considered in the computing systems domain is that devices are usually designed to have a service life of several years. In such a scenario, the management of performance and delivered Quality of Service (QoS) is one of the main problems which is investigated with self-adaptive computing systems [1]. In these systems, the activity of gathering runtime information, the observe or monitoring phase [2], is crucial. In fact, the availability of accurate and appropriate information highly impacts the efficacy of their self-management capabilities.

On one hand there is the increasing importance of non-functional requirements: the perceived value of a digital system, i.e. features that are not completely reducible to the functionalities, are getting ever more important. Two relevant examples of such non-functional constraints are power consumption and reliability. However there are many other potential dimensions, that lie at the border of what can be called functionality, that impact the user experience of a digital system; an example can be the quality of the outputs, like in different audio and video qualities for a multimedia device. Meeting such constraints (or optimizing the associated figures) is getting more and more difficult, mainly because of the exponential increase of environmental interactions and conditions in which devices are required to operate.

On the other hand, devices structure is evolving towards solutions characterized by an increase in number and complexity of interacting “peer” elements, at various levels (e.g.: cores on a multicore architecture, concurrent programs in a multiprogrammed operating system, number of threads within a single application). Meeting non functional constraints requires, most of the times, a coordination among all those elements, for any possible working condition. It is evident that statically foreseeing, at design time, the actions that must be taken in order to maximize non-functional constraint satisfaction for all the possible scenarios is already way beyond feasibility.

Within this context, dynamic resources allocation has become even more interesting as a research direction with commodity computing gaining momentum and bringing new requirements in terms of elasticity and flexibility and with the growing importance of cloud computing [3]. Control structures are being re-engineered to work in a decentralized fashion at data center scale [4] and research is going towards practical (i.e., effective and low-overhead) use of software monitoring up to that same scale [5]. However, efficient monitoring data aggregation methods become useless if flexibility and efficiency are not retained starting from the basic blocks, i.e. the sensors. Efficiency and low overhead come embedded in hardware counters, but can be difficult to obtain when building a software infrastructure for higher-level metrics, which has the advantage of being directly meaningful to users and administrators, easing the task of setting the objectives [6, 7].

In this paper we detail the key features of a self-adaptive framework to efficiently manage heterogeneous systems. In particular we focus our attention on the description of the different components participating in the three control phases actuated by the framework: (i) the monitoring phase, (ii) the decision phase, and (iii) the actuation. The framework has been implemented and tested on a real machine with the possibility to exploit two different controlling mechanisms.
related to our research topic (Section II), and then will detail the structure of the framework we propose (Section III). Section IV will illustrate the results of the deployment of the framework on a real machine discussing how two adaptation policies might be used to control different applications competing for shared resources. Finally, Section V concludes the paper.

II. RELATED WORK

Several works in literature (e.g. [8], [9],[10], [11]) have presented approaches to design and implement adaptive computing systems that have been proven to be quite effective. The key difference with respect to the approach proposed in our work is that most of these previous works were not focusing their approach/technique to the online, self-aware adaptation, which is a key aspect of our approach.

A self-aware, adaptive, or autonomic computing system is able to alter its behavior in some beneficial way without the need for human intervention [12, 13, 14]. Such a system can observe its behavior, make decisions, and take actions to meet desired goals at runtime. This adaptability promises to reduce the burden modern computing systems place on application developers; however it also raises new challenges for the creation and the usage of such systems [15]. Some example systems that adapt their behavior include multicore chips [16, 17] that manage resource allocation [18], provide resources for critical sections [19], optimize for power [16], and assemble heterogeneous cores from many small cores[17]. In addition, languages and compilers have been developed to support adapting application implementation for performance [20, 21] or power [22, 23]. Operating systems are also a natural fit for self-aware computation [24, 25, 26, 27]. Self-aware techniques are also prominent in industry as shown by companies such as IBM [14] (e.g., IBM Touchpoint Simulator, the K42 Operating System [25]), Oracle (e.g., Oracle Automatic Workload Repository [28]), and Intel (e.g., Intel RAS Technologies for Enterprise[29]).

Several important self-optimizing hardware approaches have been implemented using machine learning approaches, eg. [30], [31] and [32]. In [30] the authors proposed a priority-lock library for synchronization for heterogeneous multicores that uses machine learning and feedback from applications to reassign at runtime priorities to the locks leveraging the observed performances. The self-optimizing memory controller presented in [31] can optimize its scheduling policy using a reinforcement learning approach which allows it to estimate the performance impact of each action it can take to better respond to the observations made on the system state. In [32], a framework for management of resources in a multiprocessor chip is presented. This framework uses a neural network to optimize on-chip resource allocation with the goal of maximizing system throughput.

In [33, 34] a control theory based approach has been presented to design, in a unified framework, adaptive real time systems based on specification of desired dynamic behavior. These two papers presented very interesting results that we would like to use in supporting our decision of using a control theoretical approach as the basis of the decision phase of our framework. Even if we do also see many relations between the two research areas, we think that at this stage of the work we can avoid to compare our work to the ones belonging to this area. In a real time system (e.g RTOS), a system able to guarantee a maximum most of the time for each operation that it is performing, the designers of an application, which has to respond to events, has to guarantee that these responses will happen deterministically. The kind of problems that we are addressing do not have to guarantee such properties but we want to be able to prove the ability of the system to adapt itself to meet the desired goals, which is not a required characteristic of a RT system.

In [35, 36, 37] the authors presented a very interesting approach to adapt processor resources while achieving Quality of Service (QoS) on contemporary multicore processors that run media streaming applications. The key idea [35] behind these works is to use a pre-defined set of scenarios to predict resources for decoding media streams and to be able to annotate the applications that have to be executed with this scenario information. A scenario is an entry in a provider’s database which is defined as a group of frames with similar decode complexity from various media streams [36]. As presented in [37] a crucial aspect of this approach relies on the ability of identifying the scenarios that have to be used to annotate the media streams and to predict the required resources at runtime. In contrast to these works, our proposed framework is designed to react and prevent dangerous situations at runtime. Thanks to its decision engine it can predict the required resources and manage/organize them among several applications, without the need of a pre-defined database.

III. THE PROPOSED SELF-AWARE FRAMEWORK

To realize our vision of a self-aware computing system we must: (i) enable system adaptation policies to determine whether the specified goals are met, and (ii) enable adaptive systems to make informed decisions among multiple possible actions. Addressing the first challenge requires a general framework that allows applications to communicate their goals to the adaptive systems, that must in turn be able to measure applications progress toward them. Addressing the second challenge requires imbuing adaptive systems with the ability to dynamically and automatically react, adapting itself to the new conditions.

A. A bird’s eye view on the proposed mechanism

The self-adaptive framework uses input from applications and systems developers to implement a closed-loop system with three distinct phases: Observation, Decision, and Action. This ODA loop is characteristic of control systems; during the observation phase the system collects information, which is fed to the decision phase. During the decision phase the system determines whether recent observations warrant a change in behavior and, if needed, what form this change should take. In particular the entity in charge of taking decisions, the Orchestrator - shown in Figure 1, constantly monitors the system and the applications running on it, and uses these observations to take informed decisions on how to manage the system and the applications. A preliminary version of this mechanism has been presented in [38]. If adaptation is
designed, the action phase implements the adaptation dictated by the Orchestrator. The proposed framework supports this form of closed-loop execution by generalizing the observation and decision phases, providing standard techniques that work with a broad range of actions.

In the proposed solution, it is possible to identify three distinct participants: application developer, system developer or system administrator, and the Orchestrator. The application developer’s only responsibility is to indicate the application’s goals and current progress toward those goals. To simplify this task, we make use of the HRM monitoring infrastructure. Application developers use HRM functions to register goals and progress and the self-aware framework automatically reads this data using additional HRM functions.

The system developer is responsible for specifying a set of actions and a function that can affect those actions. System developers use the proposed framework to design new system adaptation policies by specifying a set of actions that can be taken to manage the specific system, allowing the self-aware framework to automatically handle the observation and decision making phases of closed loop execution. In our case, the actions to adjust the application behavior are based on a control-theoretical framework. This means that a simple model for the application has been developed and a regulator to control the application speed towards the goal is devised. Furthermore, system developers are also in charge of providing the system the possibility to express goals. With respect to the system goals, as an example, the system developers might set temperature or power caps to optimize power related costs in the datacenter and it is up to the Orchestrator to manage computational resources to fulfill these goals. In this scenario, the Orchestrator consists of (i) a programming model that permits the applications to expose a goal (in a high level metric), and the system to present some overall requirements (e.g. the energy budget or a power cap); (ii) a set of knobs that the Orchestrator itself can tune to adapt the behavior of the application to run-time needs; finally, a set of adaptation mechanisms for controlling heterogeneous and parallel workloads.

**B. The Orchestrator**

The Orchestrator relies on the concept of feedback-loops that are at the basis of a self-aware and adaptive system. These loops are generally referred to as ODA (Observe, Decide and Act) loops, as shown in Figure 1.

The Observe phase collects data from all the adaptive applications and from various system components. Observation is what makes a system self-aware. Based on the observation, the system understands its state, its current progress, and its possible future actions. The type of data collected in this phase strictly depends on the objectives that have to be optimized by the feedback loop. As an example, we can think of collecting performance measurement for the applications QoS and system wide measurements as, for example, power consumption of the various elements on the chip for energy saving optimizations. Such data are collected by the Orchestrator, as shown in Figure 2, that has a global vision of the system, being aware of which applications are currently being monitored, their goals and which policies and actuators are available to adapt the applications behaviour and the system itself in order to meet local and global goals.

![Figure 1: Self-Aware system based on the ODA-loop. The orchestrator is the central component of the decision phase. Collecting data through the monitoring APIs, it takes informed decision on what action can be activated to improve the status of the systems (apps under execution and the system itself).](image1.png)

![Figure 2: (a) The adaptation policies enabled by the Orchestrator tune global parameters (i.e., DVFS, threads scheduling/core mapping, etc.) at runtime. (b) An adaptive-enabled application – orchestrator interaction. An adaptive-enabled application exposes to the Orchestrator a set of parameters that are tuned at runtime as well as the global parameters available in the system.](image2.png)

Participants in the Decide phase are the Orchestrator, a set of policies that could be activated to perform adaptation and a set of targets to be met. A target is a specific goal that an application wants to reach or that must be enforced on the system. The Act phase is performed by one or more actuators, in charge of executing specific actions on the system to vary actual performance. The combination of a policy (a way to take decisions), a target (the quantity to be optimised and its desired value) and one or more actuators (tuning points or knobs) is called a adaptation policy. For instance, we may want to optimize performance or temperature by acting on the frequency of the processors; thus, the actuator is the DVFS knob, the target is the performance or the temperature and the policy is a mechanism (based on a PID, a neural network or any other decision strategies) that decides how to turn the knob.

---

1. In this work, to make an application’s goals and progress known to the rest of the system, we are using the HRM framework [7].
2. There are other solutions that can be used for the this phase (e.g., Application Heartbeats API [6], or solution based on performance counters [39, 40], PAPI [41]) but we decided to use HRM for three main reasons: (i) the source code is public available, (ii) the modifications that have to be done to the application source code are minimal (iii) we can adopt just one solution.
Finally the adaptation policy is the triplet of the mentioned items. Actually, various adaptation policies may be active at the same time and their decisions may influence each other risking to create conflicts; the Orchestrator is in charge of the cooperation and coexistence of several active adaptation policies.

Information is exchanged between the different components by means of shared memory or message passing primitives, and all the complexity is hidden behind a set of APIs which ease the usage of the system. A central entity is in charge of forwarding information of monitors and actuators to adaptation policies upon changes in the system (e.g., arrival of new controlled applications). The decoupling between the parts permits to easily extend the current implementation with new components.

IV. A WORKING EXAMPLE: ADAPTIVE POLICIES FOR RUNTIME RESOURCE ALLOCATION

This section presents a working example where the proposed Orchestrator has been used to manage runtime resource allocation to execute various kinds of workloads. The heterogeneous system architecture used in our evaluation is a workstation running the Debian GNU/Linux operating system, equipped with an Intel Core i5 750 dual core CPU running at 2.7 GHz (with Hyperthreading enabled), and a Nvidia GeForce GT 240 GPU capable of executing OpenCL and CUDA kernels. As a benchmark, we use an option pricing algorithm based on the Black and Scholes formula.

We will now show how two different solutions have been integrated in the system illustrated in the previous section. The first one aims at managing heterogeneous workloads, while the second one allows to handle multi-threaded applications.

Within our approach, each of these solutions implements an adaptation policy that exploits a set of monitors and actuators to achieve a given goal. The possibility to continuously monitor the environment allows one to implement control theoretical approaches exploiting a closed feedback loop and also to learn the effect of the action that can be taken using a trial-and-error approach. The monitoring infrastructure used in this work is inspired by the HRM [7].

A. Heterogeneous Mapping

The first scenario considers applications containing computational kernels that can run on different heterogeneous resources. The system exposes a user-level API that the application designer uses to provide some information about the computational kernels of the application. Using this interface, the designer specifies the available implementations (e.g., CPU, GPU, FPGA) of each computational kernel in the application registering a function handler for the implementation and a function handler (if needed) that performs data movement between resources. Figure 3 illustrates an example of a service function handler (if needed) that performs data movement registering a function handler for the implementation and a function handler (if needed) that performs data movement between resources. Figure 3 illustrates an example of a service function handler (if needed) that performs data movement registering a function handler for the implementation and a function handler (if needed) that performs data movement between resources. Figure 3 illustrates an example of a service function handler (if needed) that performs data movement registering a function handler for the implementation and a function handler (if needed) that performs data movement between resources. Figure 3 illustrates an example of a service function handler (if needed) that performs data movement registering a function handler for the implementation and a function handler (if needed) that performs data movement between resources. Figure 3 illustrates an example of a service function handler (if needed) that performs data movement registering a function handler for the implementation and a function handler (if needed) that performs data movement between resources. Figure 3 illustrates an example of a service function handler (if needed) that performs data movement registering a function handler for the implementation and a function handler (if needed) that performs data movement between resources. Figure 3 illustrates an example of a service function handler (if needed) that performs data movement registering a function handler for the implementation and a function handler (if needed) that performs data movement between resources.

Finally the adaptation policy is the triplet of the mentioned items. Actually, various adaptation policies may be active at the same time and their decisions may influence each other risking to create conflicts; the Orchestrator is in charge of the cooperation and coexistence of several active adaptation policies.

Information is exchanged between the different components by means of shared memory or message passing primitives, and all the complexity is hidden behind a set of APIs which ease the usage of the system. A central entity is in charge of forwarding information of monitors and actuators to adaptation policies upon changes in the system (e.g., arrival of new controlled applications). The decoupling between the parts permits to easily extend the current implementation with new components.

This policy allows the use of the minimum amount of resources needed to execute an application, leading to the possibility to consolidate multiple user applications on the same machine to increase its utilization. Figure 4 shows two applications being executed on the same machine, belonging to different users who set different goals. At runtime the Orchestrator allocates the CPU and GPU to the applications in order to meet their goals. The applications are two instances of the Black and Scholes algorithm used in the previous test case, but the problem here is that the testing machine has only one GPU which is contended by the two applications. The applications set two different performance goals of 40 and 120 MOptions/s through the monitoring infrastructure (colored band in the figure). The average performance is represented by the continuous stroke and meeting the expressed goal means that at the end of the execution this line should match the set goal for each one of the applications. As the
B. Thread Scaling

Another scenario where the Orchestrator can be usefully exploited is to reduce the contention on resources for parallel workloads. We developed a service that decides at runtime the number of threads that an application has to use to execute a given computational kernel. This service monitors at runtime the performance of the applications running in the system and varies the number of threads an application can use. Each execution of the kernel uses the number of threads decided by the Orchestrator. Figure 5 shows the behavior of a workload composed of three instances of the Black and Scholes benchmark parallelized using OpenMP when executed on the same machine at the same time.

The users’ goals are 17 MOpts/s for two of them and 12 MOpts/s for the third one. The OpenMP default behavior consists in executing the applications sharing fairly the available resources, thus all the three instances end up with an average throughput of 15 MOpts/s. This means that two applications missed their goals. Figure 6 shows the effect of the policy implemented to manage the thread scaling of OpenMP applications. In this situation, the system during the execution of the test is able to identify the computational power needed by each application, and consequently instructs them to execute with the correct number of threads in order to fulfill the set goals.

It is possible to conclude that exploiting self-adaptiveness with the Orchestrator allows the system to achieve the desired goals for all of the analyzed applications.

V. CONCLUSIONS

In this paper we presented the key features of the Orchestrator, a runtime resource manager for heterogeneous architectures, and we illustrated the behavior of the system in controlling diversified applications running in a multiprogrammed environment through some examples. Results show the ability of the Orchestrator to control this kind of applications to meet the goals expressed by the final user. A key point of the research is the use of high level metrics in the monitoring infrastructure: this allows the user to easily express goals on the applications, and the Orchestrator to clearly understand whether the goals are met or not. The system is well suited for managing parallel workloads and can be deployed on desktop workstations and nodes of a computer cluster to control the execution of applications consolidated on a single node.
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