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Abstract—In order to address the throughput constraints of the system at minimal power consumption, the workload of computing nodes should be balanced. This requires accounting for the underlying hardware characteristics and throughput sustainable by these nodes. This work provides a workload distribution and balancing methodology of a divisible load under a throughput constraint, on heterogeneous nodes. The performance efficiency of each node is considered during load distribution. For load balancing, the frequency of the node is determined which just fulfills the timing requirement. Compared to a state-of-the-art scheme, our scheme results in up to 64% performance improvement for the benchmarks evaluated in this paper.
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I. INTRODUCTION AND RELATED WORK

High throughput demands of compute intensive applications must be met within a tight quality-of-service constraints. For example, video processors usually have a frames processed per second (fps) requirement. These requirements can be sustained by employing high-power compute devices. However, challenges like power-wall [1] limit the applicability of these systems, as high power consumption gives rise to multiple issues related to temperature and reliability. Therefore, power-efficiency is one of the prime design metrics for modern on-chip systems. Furthermore, the computational load of an application must be balanced among the computing nodes such that these nodes are fully utilized [2]. This results in maximizing the application’s throughput, or in other words, maximizing the power-efficiency. In short, the performance (or throughput)-per-watt metric needs to be maximized.

In order to maximally utilize the hardware, the workload of the application must be equally and fairly distributed among the nodes. Every computing node should ideally finish its assigned workload at the same time (i.e., the workload needs to be balanced). For homogeneous system with many nodes, if the number of tasks is considerably larger than the number of nodes, it is easier to balance the workload [3] as more freedom is available for task assignment. If not, then the voltage-frequency levels of the nodes are adjusted to balance the execution time. Now, heterogeneous computing platforms have gained interest both in industry and academia (e.g., ARM’s big.LITTLE, GreenDroid, Invasive Computing [4]), as they can provide higher energy efficiency and tackle power-wall related issues [5]. However, for heterogeneous platforms, some nodes are faster and more power-hungry than the others. Therefore, the hardware of the faster nodes might be underutilized, resulting in a reduced throughput-per-watt.

For power efficiency, either the load of an application can be distributed on a given platform (load balancing [6]), or, a platform can be synthesized for the given load (load driven synthesis [7]) under throughput and/or power constraints. Load balancing techniques usually target homogenous systems under constant total load and do not consider load variation at runtime [8]. Research has focused on combining the distribution and balancing of load, and Dynamic Voltage and Frequency Scaling (DVFS) and Dynamic Power Manage (DPM) of the cores [9]. For example, [10] independently determine the frequency of each core while distributing and balancing application load.

To increase the throughput-per-watt under modern system design challenges, heterogeneous multi-/many-core systems are becoming popular [11]. Some examples of heterogeneous systems are current microprocessor working in conjunction with GPUs [12], hardware accelerators [13] etc. In [11], authors target energy efficient workload allocation and voltage-frequency tuning of the underlying single-ISA processing elements. The goal is to minimize energy/power of the system. However, their approach does not consider the case if the throughput of the application(s) cannot be met. In [14], authors propose to identify the program’s and cores’ characteristics and then appropriately match them for scheduling. Ref. [15] studies parallelized database on heterogeneous, single-ISA architectures. These approaches usually neglect the load distribution and assume that tasks with particular attributes are available to their approaches. Further, most of these approaches are concerned with either maximizing the throughput or reducing the power consumption, and usually do not consider the resource allocation along with power-efficiency.

Thus, an apt load distribution and balancing scheme is required to address the challenges related to heterogeneous systems. Furthermore, the varying application characteristics and complexity variation of multiple threads of the same application can also imbalance the workload. Similarly, the distribution of load among compute nodes needs to consider the throughput sustainable by the compute nodes. For example, a hardware accelerator might provide high power efficiency and thus, more workload needs to be allocated to the hardware accelerator than the nodes processing purely the software code. Moreover, the maximum supportable frequencies of the nodes, voltage-frequency settings and varying thread workload increases the complexity of the load-balancing problem.

A. Our Novel Contributions

This work presents a load distributing and balancing methodology on computing nodes of heterogeneous systems, such that the power-efficiency of the system is maximized. The proposed methodology considers the supportable frequencies, compute characteristics and power consumption of the nodes. This methodology considers the throughput requirement of the application by accounting for the given processing deadlines. Our scheme distributes an application’s load such that the
number of utilized nodes is minimized, and highest efficiency node gets the largest share of the load. Three different efficiency-metrics are tested, based upon which the tasks are distributed among the nodes and their voltage-frequency levels are adapted. A power optimization problem is derived, and a heuristic method is provided for solving the problem. In summary, we propose a workload distribution and balancing methodology for heterogeneous systems, comprising of compute nodes with varying power and compute characteristics.

Consider an application that is scheduled to run on a heterogeneous system with multiple nodes. The application consists of multiple independent jobs that can be subdivided and executed in parallel. The number of jobs that must be processed within a deadline \( t_{\text{max}} \) equals \( p_{\text{tot}} \).

The heterogeneous compute system consists of \( r_{\text{tot}} \) total nodes. Our scheme selects only \( k_{\text{tot}} \) nodes for sustaining the throughput of the application \( k_{\text{tot}} \leq r_{\text{tot}} \), and selects their voltage and frequencies \( (f_i, c_i) \), which determines the power consumed by these nodes \( p_i \). Basically, the frequency of the node is a function of the number of jobs allocated to the node \( n_i \) and the cycles consumed to process a job on node \( i \) \( (c_i) \) as will be discussed later in Section II.B. Moreover, the compute nodes can either be soft-cores, GPUs, accelerators etc. We make no assumption about the sustainable throughput and power consumed by these nodes. Each node can sustain a different throughput then the rest, and can consume different power for equivalent throughput.

In this paper, we target to minimize the total power consumed by the heterogeneous system \( p_{\text{tot}} \) while meeting a certain throughput constraint. The optimization goal can, therefore, be written as shown in Equation 1. This problem suggests that a node can either be power gated (with \( f_i = 0 \)) or its frequency range can be between permissible limits. However, each parallel computing node must finish the tasks within \( t_{\text{max}} \), while the cumulative number of tasks processed should equal the total number of tasks.

\[
\begin{align*}
\min \ p_{\text{tot}} = \sum_{i=0}^{\max{\text{t}}} p_i(f_i) & \quad \text{s.t.} \\
f_i \in \{f \mid 0 \leq f \leq f_{\text{max}}\} & \quad \forall i \in \{0, \ldots, r_{\text{tot}}\} \\
t_i \leq t_{\text{max}} & \quad \forall i \in \{0, \ldots, k_{\text{tot}}\}
\end{align*}
\]

\[
\sum_{i=0}^{\max{\text{t}}} n_i = n_{\text{tot}}
\]

In order to solve the proposed load distribution and balancing problem, some issues need to be addressed. First, determining the \( k_{\text{tot}} \) (the actual number of nodes used for processing) is not known beforehand. Secondly, a node frequency is permissible to have values within two distinct ranges (i.e., either it can be 0 or between \( f_{\text{min}} \) and \( f_{\text{max}} \)). Moreover, the variables used in Equation 1 need to be derived in terms of tunable system parameters for optimization, which might be cumbersome. Thus, to efficiency solve these issues, we use a heuristic, as explained below.

\textbf{B. Load Balancing Algorithm}

The load balancing algorithm is initiated in the master node of the heterogeneous system (see Fig. 1). This algorithm is basically consists of two major steps:

1- Gathering the compute and power profiles of all nodes before starting the distribution of jobs among the nodes.

2- Actual load distribution, which distributes the job among the nodes, depending upon the metrics gathered by the first step. The compute and power profiles are also used for selecting the appropriate running frequency of the nodes.

For the first step, the power profiles (power vs. frequency of the node, \( p(f) \)) of all the nodes is collected. This can be done using online power measurement (e.g., using Intel Power Gadget and reading MSR registers), or, by exploring the data-sheets of the nodes. Furthermore, the average power over the available frequency range or operation modes \( p_i \) is also computed. Also, the maximum average power for all nodes \( p_{\text{max}} \) is determined via:

\[
\begin{align*}
\mu_i &= \frac{c_i}{p_{\text{max}}} & \quad (3) \\
\mu_i &= \frac{c_i}{p_{\text{max}}} & \quad (4) \\
\mu_i &= \frac{p_{\text{max}}}{p_{\text{tot}}} & \quad (5)
\end{align*}
\]

Index 1 shows that the node which takes the least cycles and power to process a job has higher computation efficiency (throughput-per-watt). Therefore, it must be preferred for use if...
LoadBalancing (f):
Input: Frame processing deadline \( t_{\text{max}} \). Number of subtasks per frame \( n_{\text{sub}} \). Number of nodes \( n_{\text{tot}} \). Power-frequency/configuration relationship of all nodes \( p(f) \). Efficiency indices of all nodes \( \mu \).
Output: Total number of used nodes \( n_{\text{tot}} \). Frequency of nodes \( f \).
1. \( g_{\mu} = \text{SortNodesDesc( } \mu \text{)} \); // Sort nodes according to \( \mu \)
2. \( k_{\text{tot}} \leftarrow 1; t \leftarrow 0; \)
3. LoopIf( \( k_{\text{tot}} \leq n_{\text{tot}} \))
   4. \( \forall c \in [0 \text{ to } k_{\text{tot}} - 1 \text{ nodes}] \)
      5. \( f_{i} \leftarrow f_{i_{\text{min}}} \); // Start with min. frequency
      6. \( n_{i} \leftarrow \text{DistLoad}(n_{\text{tot}}, \mu_{i}) \); // Equation 7
      7. ThrtMet \leftarrow \text{true}; // Assume throughput is met
      8. \( \forall c \in [0 \text{ to } k_{\text{tot}} - 1 \text{ nodes}] \)
         9. \( t_{i} \leftarrow \text{TimeOnNode}(c_{i}, n_{i}, f_{i}) \); // Equation 6
      10. NodeThrptMet \leftarrow \text{true}; // Assume node throughput met
      11. if (\( t_{i} > t_{\text{max}} \)) \{ // Throughput not satisfied
          12. NodeThrptMet \leftarrow \text{false};
          13. \( \forall f_{j} \in [f_{i_{\text{min}}} \text{ to } f_{i_{\text{max}}} ] \) \}
         14. \( t_{i} \leftarrow \text{TimeOnNode}(c_{i}, n_{i}, f_{i}) \); // Equation 6
      15. if (\( t_{i} > t_{\text{max}} \)) \{NodeThrptMet \leftarrow \text{true};break;} \}
      16. if (NodeThrptMet \leftarrow \text{false}) \{(ThrtMet \leftarrow \text{false};) \}
         17. \{ // All \( k_{\text{tot}} \) nodes tested with every possible frequency
            18. if (ThrtMet \leftarrow \text{false}) \{ // Throughput not satisfied
               19. \( k_{\text{tot}} \leftarrow \text{IncrementNode}(g_{\mu}) \); // Introduce additional node
               20. else \{break;} // Configuration met, break
      21. \}

Fig. 2: Determining number of nodes \( k_{\text{tot}} \) and their frequencies \( f \). a higher throughput-per-watt metric is desired. Similar argumentation can be made for Indices 2 and 3. Note that the efficiency index can also be changed to account for other metrics (like network hops among the nodes etc.).

For the second step, the actual load distribution algorithm takes place as shown in Fig. 2. Basically, nodes are adaptively introduced to share the load of the application, and then their frequencies are tuned such that the system consumes minimum amount of power. At start, the nodes are ordered in a list \( g_{\mu} \) with descending efficiency indices (line 1). Every time a new node is required to distribute the jobs, the next node from this list is considered (line 19). We start with only one node (having the highest efficiency index) and with its minimum frequency setting \( f = f_{i_{\text{min}}} \), line 5). That is, the entire load is allocated to this node (i.e., \( n_{i} = n_{\text{tot}} \)). Then, the time consumed by a node to process the workload is given by the formula:

\[
t_{i} = \frac{c_{i} n_{i}}{f_{i}} \tag{6}
\]

In case the timing constraints are not met \( (t_{i} > t_{\text{max}}) \), the frequency of this node is increased by a single step until \( f = f_{i_{\text{max}}} \). If \( f = f_{i_{\text{max}}} \), then frequency cannot be increased further, and more nodes are introduced \( (k_{\text{tot}} > 1) \). The next node is fetched from the efficiency index array \( g_{\mu} \). Now, the algorithm starts again with minimum power configuration \( f = f_{i_{\text{min}}} \) for all \( k_{\text{tot}} \) nodes. The load is distributed among the nodes using:

\[
n_{i} = \frac{n_{i} \mu_{i}}{\sum_{j=0}^{k_{\text{tot}} - 1} \mu_{j}} \tag{7}
\]

That is, the node with the highest efficiency factor gets more load. Once again, the time that will be consumed by a node while processing \( n_{i} \) jobs can be estimated using Equation 6. In case a node is unable to process the allocated number of jobs within \( t_{\text{max}} \), its frequency is increased. If any node at its maximum power capacity and the system still cannot sustain the workload, another computation node is introduced and the process is repeated. If all the nodes meet their deadlines, the algorithm terminates and the configuration which can sustain the application’s load is found. Further, we define the maximum time taken by any node as the time to process a frame \( t_{f} \):

\[
t_{f} = \max [t_{i}] \quad \forall i \in \{0, \ldots, k_{\text{tot}} - 1 \} \tag{8}
\]

III. EXPERIMENTAL EVALUATION

A. Experimental Setup

For assessing the performance of the proposed load distribution and balancing approach on a heterogeneous system, we use different compute cores and benchmarks, as given in Table I. These numbers are obtained for 45nm x86 cores, with 32 KB L1 data and instruction caches via Sniper simulator [17]. The average cycles per operation are obtained by running the benchmarks for the set of frequencies given in Fig. 3. The variance of the cycles per benchmark is negligible, and therefore, the average numbers are reported and used for evaluation. Fig. 3 also provides the power profiles of the cores used in this work. For the “Quant” benchmark, although the number of cycles consumed by the “Large” core is \( \sim 3.5 \times \) lesser than the “Tiny” core, the power consumption of the “Large” core at the lowest frequency (i.e., 1000 MHz) is greater than the power of the “Tiny” core at maximum frequency (3400 MHz).

B. Results and Discussion

For evaluation, a multi-core heterogeneous system with four cores (i.e., \( f_{\text{tot}} = 4 \) with two “Tiny”, one “Medium” and one “Large” cores) is tested. A throughput constraint of \( t_{\text{max}} = 30 \text{msec} \) is set. The quality metric is defined as throughput-per-watt and is given by the relation \( 1/(t_{f} / p_{\text{tot}}) \). The average throughput-per-watt for multiple runs of the benchmarks, with varying \( n_{\text{tot}} \) is given in Fig. 4. As noticed, for these benchmarks, \( \mu_{1,1} \) and \( \mu_{2,1} \) outperform the state-of-the-art load balancing scheme [11] which uses a bin-packing heuristic to distribute the load among cores. However, the efficiency index \( \mu_{1,1} \) does not perform as well as the other indices. Hence, this shows that only power-aware load distribution will not result in high performance.

For the “Quant” benchmark, Fig. 5 shows the power, time (i.e., throughput) and number of cores actually used for processing \( (k_{\text{tot}}) \). The number of quantization operations performed for different image resolutions are also presented in this figure. As seen, for efficiency index \( \mu_{1,1} \) and specially for \( \mu_{2,2} \), the load distribution is not distributed only based upon the power of the node. Index \( \mu_{1,1} \) uses the combination of power and cycles consumed in processing the load, while \( \mu_{2,2} \) uses only the
number of cycles. Therefore, these two indices and [11] always result in throughput being satisfied ($t_l \leq t_{\text{max}} = 30$ msec) as shown in Fig. 5 (b). However, $\mu_i,3$ starts to miss the deadline once the load on the system increases considerably. Moreover, as shown in Fig. 5 (c), the number of cores used for processing by $\mu_i,1$ and $\mu_i,2$ are also lesser than $\mu_i,3$ and [11].

**IV. CONCLUSION**

This work proposes a methodology for load balancing among heterogeneous nodes, by evaluating different efficiency indices pertaining to the combination of power consumed and cycles per operation. For this system, we derive an optimization goal in order to increase the throughput per unit of power, and solve it heuristically. Our approach not only selects the cores to use, but also determines their voltage-frequency levels to sustain the throughput requirement. Compared to the state-of-the-art load balancing approach [11], our approach results in up to 64% increase in performance for the presented benchmarks.
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