Abstract—Verifying security requirements of the firmware in contemporary system-on-chip (SoC) designs is a critical challenge. There are two main difficulties in addressing this problem. Security properties like confidentiality and integrity cannot be specified with commonly-used property specification schemes like assertion-based verification/linear temporal logic (LTL). Second, firmware interacts closely with other hardware and firmware which may be untrusted/malicious and their behavior has to be correctly modelled for the verification to be sound and complete.

In this paper, we propose an approach to verify firmware security properties using symbolic execution. We introduce a property specification language for information flow properties of firmware which intuitively captures the requirements of confidentiality and integrity. We also propose an algorithm based on symbolic execution to verify these properties. Evaluation on a commercial SoC design uncovered a complex security bug missed by simulation-based testing.

I. INTRODUCTION

Recent years have seen a proliferation of firmware for implementing key hardware platform functions. This is because firmware enables rapid development and the ability to deploy bugfixes after the system is released. Unfortunately, it also opens up another attack vector for security breaches. Indeed, several high-profile security bugs have been found in the firmware of devices as diverse as cars [19], wireless routers [11, 13] and personal computers [5, 17]. Therefore, a critical problem facing the semiconductor industry today is ensuring that firmware meets its security requirements.

A. Challenges in Firmware Security Verification

Firmware verification is different from software verification because firmware interacts closely with hardware and other firmware. These interacting components have to be modeled correctly for the verification to be sound. Security verification is especially hard because detecting vulnerabilities requires reasoning about worst-case scenarios and all possible states/inputs of the system, not just commonly-used states and legal inputs. Constructing such detailed models in a sound manner using, for example, iterative abstraction refinement is extremely time consuming and is at odds with the time-to-market pressures imposed by the competitive environment.

Traditional property specification schemes such as assertion-based verification and linear temporal logic (LTL) cannot express security requirements like confidentiality and availability which require reasoning about information flow. Confidentiality and integrity can be intuitively specified using information flow properties and one method for verifying information flow properties is through dynamic taint analysis.

II. OUR CONTRIBUTIONS

This paper introduces a technique for verifying firmware security properties using symbolic execution. Our first contribution is a property specification language for information flow properties of firmware. Firmware information flow properties are specified as a tuple consisting of the following components: source, destination, source predicate and destination predicate. The property specifies that information cannot “flow” from source to destination when the respective predicates are valid. Confidentiality can be verified with a property where the source is a secret and the destination is any untrusted location. Similarly, integrity can be verified with a property where the source is any untrusted location while the destination is a sensitive firmware register. To the best of our knowledge, ours is the first property specification scheme for confidentiality/integrity properties in firmware.

Our second contribution is an algorithm based on symbolic execution to verify information flow properties. The algorithm exhaustively explores all paths in the program and creates a “taint bit” with each object in the program or word in memory. Taint propagation rules then set the taint bit of the output of a computation if its input(s) are also tainted. Confidentiality violations can be detected by tainting the secret and raising an error when the taint propagates to an untrusted object/memory location. Integrity violations are detected by tainting untrusted objects and raising an error when the taint propagates to a trusted location.

While DTA enables intuitive property specification, it has deficiencies in the verification aspect. DTA can determine if the property has been violated given an instruction sequence/trace. However, since it is a dynamic analysis, it cannot be used to search over the space of all possible instruction sequences to exhaustively prove the absence of property violations. Secondly, creating appropriate taint propagation rules is challenging due to the problems of under- and over-tainting [2, 18]. Over-tainting can result in a deluge of false-positives [18] while under-tainting can miss bugs.

Static taint analysis can verify information flow properties in software. However, current static taint analysis techniques are based on programming languages with secure type systems [20, 21]. These techniques cannot be applied on existing firmware because significant parts are written in assembly language necessitating analysis at the level of binary code. Furthermore, it is not possible to capture security requirements posed by hardware/firmware interactions with these methods.

III. CONCLUSION

In this paper, we describe a verification approach to solving confidentiality and integrity properties in firmware. We introduce a property specification language for information flow properties and an algorithm based on symbolic execution to verify these properties. Evaluation on a commercial SoC design uncovered a complex security bug missed by simulation-based testing.
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symbolic expressions corresponding to the computation along each path. It then uses a constraint solver to check whether there exist some two different values at the source which can result in different values for the destination. We also show how selective symbolic execution can be used to model the side-effects of memory-mapped I/O accesses. The novel aspects are: (i) extension of symbolic execution to prove information flow properties; and (ii) the modeling of side-effects to MMIO accesses. Note existing symbolic simulators [3, 6, 7, 12] can verify safety properties but not information flow.

Our algorithm explores all control-flow paths and all values for each variable. As a result it is more precise than DTA: under-tainting is mitigated and over-tainting is eliminated. Our algorithm analyzes binary code and does not require firmware to be written in a specific programming language. Hence, it is well-suited for analyzing real-world firmware.

We evaluate the proposed approach on firmware from an upcoming commercial SoC design. The firmware had previously undergone both simulation-based testing and manual code review and yet the symbolic execution engine identified a tricky firmware security bug that was missed by the previous validation efforts. Scalability of the algorithm is promising: non-trivial real-world firmware, of size up to a thousand instructions, can be analyzed.

II. SYSTEM AND THREAT MODEL OVERVIEW

This section provides a brief overview of the system model and threat model considered in this work.

A. System-On-Chip Model

![System Model Overview](image)

A pictorial overview of the high-level architecture of the SoC design is shown in Figure 1a. The SoC consists of a set of interacting IPs, a shared I/O space, an on-chip interconnect and possibly a shared memory. Generally, each IP consists of a microcontroller, specialized hardware components and private memories. The firmware executes on the microcontroller and interacts with the specialized hardware in its own IP as well as other IPs through memory-mapped I/O (MMIO).

Some of the simpler IPs may not have a microcontroller or private memories, but they too interact with firmware in the other IPs through MMIO and over the on-chip interconnect.

The above is a general description of SoC architecture and applies to many SoCs, see for instance, [23].

1) Firmware View of System: The firmware’s view of the system is shown in Figure 1b. It consists of a set of architectural registers, a special register known as the program counter, an instruction ROM which contains the firmware code and a separate data RAM. This considers single-threaded firmware, however other hardware and firmware interactions are modeled and execute concurrently with the firmware thread.

B. Threat Model

The verification problem is tackled in a modular manner. Each IP is verified separately and so the threat model is defined from the perspective of the individual IPs.

1) Identifying the Trust Boundary: For each IP we identify the other IPs which are its trust boundary. The trust boundary is the subset of other IPs this IP fully trusts. For example, an IP involved in security critical functionality such as secure boot, will likely not trust the camera and GPS IPs. Therefore, these IPs will be outside its trust boundary and any inputs it receives from these IPs are untrusted. Keeping the trust boundary small helps keep the attack surface small.

2) Security Objectives: The two classes of security objectives we consider are confidentiality and integrity of firmware assets. We wish to keep firmware secrets, e.g., encryption keys, confidential from untrusted IPs. Similarly, we wish to preserve the integrity of firmware assets. For example, we wish to ensure the integrity of firmware control-flow by ruling out stack smashing/buffer overflow attacks in the presence of arbitrary inputs from untrusted IPs. We also wish to ensure that untrusted IPs cannot modify the value of sensitive control/configuration registers, such as memory protection configuration registers. In this work, we do not consider other security requirements like availability and side channel attacks.

3) Modelling the Attacker: We assume that memory, I/O and hardware registers controlled by untrusted IPs contain arbitrary values. In other words, outputs of an untrusted IP are unconstrained so reads from these locations return arbitrary values. Similarly, untrusted IPs may send invalid commands in an attempt to exploit, for example, buffer overflow bugs.

III. FORMAL MODEL

We now describe the firmware state and execution model.

A. Execution State

Firmware state is modeled using the following components. \( \mathcal{R} \) is a set of bit-vector variables which represent the architectural registers of the microcontroller. This includes all registers including the accumulator, flag register, segment registers and stack pointer.

\( \mathcal{M} \) is the data memory which is a map from bit-vectors of size \( h_M \) to bit-vectors of size \( n_M \). \( 2^{k_r} \) is the size of the address space and \( n_M \) is the size of the smallest addressable memory location (usually 8 bits). \( \mathcal{M}[a] \) returns the value at memory address \( a \). \( \cup \) denotes the write/update operation: in \( \mathcal{M}' := \mathcal{M} \cup [a \mapsto v] \), \( \mathcal{M}' \) is the same memory as \( \mathcal{M} \) except \( \mathcal{M}'[a] = v \), i.e., memory address \( a \) now contains value \( v \).
\(I\) models the instruction ROM. \(PC\) is the address of the current instruction. \(I[PC]\) is the currently executing opcode.

A set of bit-vector variables \(X = \{memop, memaddr, datum, dataout\}\) contain information about the current memory operation. \(memop = NOP\) means that the current instruction does not read/write from memory or MMIO, \(memop = RD\) denotes a read and \(WR\) is a write. \(memaddr\) is the address of the current memory operation, \(datum\) is the data read from memory (or I/O) and \(dataout\) is the data being written to memory or I/O. These variables help model MMIO and accesses to untrusted memory.

Firmware state is the tuple \(F = (R, \mathcal{PC}, \mathcal{M}, \mathcal{X})\). The initial state is \(S_0 = (S_R, S_{\mathcal{PC}}, S_M, S_X)\). \(S_R\) is the initial value of registers \(R\); \(S_M\) and \(S_X\), are respectively the initial states of \(\mathcal{M}\) and \(\mathcal{X}\). All of these are expressions in quantifier-free first order logic using bit-vector and array datatypes \([14]\) (referred to as QF_ABV in SMT-LIB). \(^2\) \(S_{\mathcal{PC}}\) is a bit-vector constant with the initial value of the \(\mathcal{PC}\).

### B. Execution Model

As shown in Figure 2a, the symbolic simulator exhaustively follows all paths that are reachable from the initial state \(S_F\) and verifies that properties hold on all of these \([6, 15]\).

![Fig. 2: Execution model. In (b) the shaded boxes show single-path (concrete) execution through the simulation model due to MMIO.](image)

1) Expressions for State Update: For each state element \(f\) in \(F\) we define an expression \(E_f(F)\) which specifies how this is to be updated by the execution of the opcode \(I[PC]\). These expressions are all in QF_ABV. For instance, if opcode 1 increments the stack pointer, opcode 2 decrements it and all other opcodes leave it unchanged, then \(E_{SP} = \text{ite}(I[PC] = 1, SP + 1, \text{ite}(I[PC] = 2, SP - 1, SP))\).  \(\text{ite}\) is the if-then-else operator. The set of expressions \(E_R\) extends \(E_f\) to the set \(R\) as follows: \(E_R(F) = \{E_r(F)\} for each r \in R\). \(E_X\) is defined analogously over the set \(X\). \(^3\)

2) Selective Symbolic Execution: Memory-mapped I/O (MMIO) poses unique challenges for symbolic execution, because a read/write from/to MMIO might have “side-effects”, e.g., initiating a hardware state machine. Ideally, we would model all these symbolically. In practice, constructing such a model is not feasible because it is very time-consuming \([12]\).

Therefore, we use selective symbolic execution to model the MMIO side-effects. Simulation models of the SoC are usually available during SoC design and these model MMIO accesses. We use these to execute the “side-effects” of MMIO reads/writes. This means we have to convert the symbolic expressions into sets of concrete values, execute the simulator for each concrete value, and then resume symbolic execution with the simulation results. This process is shown in Figure 2b. This process of conversion from symbolic to concrete states and back is tractable for firmware because typically accesses are only made to a small number of hardware registers.

### IV. Property Specification and Verification

#### Algorithm 1 Symbolic Execution

**Inputs:** \(S_F, src, srcpred, dst, dstpred\)

1. stack.push(\((S_F, S_R, true, true)\))
2. while \(!\text{empty(stack)}\) do
3. \(\triangleright\) \(C_F^1\) and \(C_F^2\) represent the current firmware state.
4. \((C_F^1, C_F^2, P^1, P^2) \leftarrow \text{stack.pop}()\)
5. \(T \leftarrow P^1 \land P^2 \land \text{dstpred}(C_F^1) \land \text{dstpred}(C_F^2)\)
6. if sat\([T \land C_F^1 = C_F^2, \text{dst}]) then \(\triangleright\) check properties
7. display violation
8. end if
9. if finished\((C_F^1, C_F^2)\) then \(\triangleright\) check for completion
10. continue
11. end if
12. \(W_F^1\) and \(W_F^2\) is state after this instruction is executed.
13. \(W_F^1 \leftarrow E_X(C_F^2)\)
14. \(W_F^2 \leftarrow E_X(C_F^2)\)
15. \(\triangleright\) check for MMIO and handle it
16. if isMMIO\((W_F^1)\) then
17. \((N_F^1, N_F^2) \leftarrow \text{execMMIO}(C_F^1, C_F^2)\)
18. end if
19. \(\triangleright\) rewrite \(\text{datum}\) if \(\text{memaddr}\) matches the source
20. if overlaps\((N_F^1, src)\) then
21. \(W_F^1\).\text{datum} = \text{ite}(\text{overlaps}(W_F^1, \text{memaddr}, src) \land \text{srcpred}(C_F^1),\ \text{newVar}(\), W_F^1\).\text{datum}\)
22. \(W_F^2\).\text{datum} = \text{ite}(\text{overlaps}(W_F^2, \text{memaddr}, src) \land \text{srcpred}(C_F^2),\ \text{newVar}(\), W_F^2\).\text{datum}\)
23. end if
24. \(\triangleright\) compute next value of \(R, M\)
25. \((N_{R,F}, N_{R,M}) \leftarrow (E_R(C_F^1), E_M(C_F^1))\)
26. \((N_{M,F}, N_{M,M}) \leftarrow (E_M(C_F^2), E_M(C_F^2))\)
27. \(\triangleright\) find all reachable values of PC and explore them.
28. for all \(PC = E_{\mathcal{PC}}(C_F^1)\) do
29. \(\langle W_F^1, PC, W_F^1, PC \rangle = (PC, PC)\)
30. \(P^1 \leftarrow P^1 \land \text{E}_{\mathcal{PC}}(C_F^1) = PC\)
31. \(P^2 \leftarrow P^2 \land \text{E}_{\mathcal{PC}}(C_F^2) = PC\)
32. stack.push(\((W_F^1, W_F^2, P^1, P^2)\))
33. end for
34. end while

In this section, we describe the specification language for
information flow properties and show how these are verified.

A. Specifying Information Flow Properties

The property specification language for firmware security properties is based on two insights. First, almost all interesting firmware security assets, such as secret keys, sensitive configuration registers and untrusted input registers are accessed through MMIO and memory. Therefore, it would make sense to use firmware address ranges and architectural registers as first class entities in the property specification language.

Secondly, security requirements such as confidentiality and integrity are essentially statements about information flow. These express the requirement that either a firmware secret must not “flow” to an untrusted value (confidentiality), or an untrusted value must not “flow” to a sensitive asset (integrity).

The specification language allows the definition of information flow properties consisting of the following elements.

1) A src which is a range of firmware memory addresses.  
2) A predicate srcpred associated with the source which specifies when the data at src is valid. For example, we may allow a register to be programmed from an input port during the boot process, but not afterwards with the predicate ¬boot.  
3) A dst which is a member of the firmware state \( \mathcal{F} \).  
4) A predicate dstpred which specifies when data at dst is valid similar to (2) above.

The property holds if data read from src when srcpred=1 never influences a value written to dst when dstpred=1. Note srcpred and dstpred are only evaluated at the time of the read and write respectively.

B. Verifying Information Flow Properties

Algorithm 1 shows how information flow properties can be verified using symbolic execution. It performs a depth-first search (DFS) of all reachable instructions and checks whether the information flow property specified by (src, dst, srcpred, dstpred) holds for all of them. The stack keeps track of paths to be visited and the path constraints \( P^1 \) and \( P^2 \) determine the conditions under which this particular path is taken.

There are two main enhancements over previous symbolic execution engines [3, 6, 7, 12]. The first is that the engine maintains two copies of the state in \( C_X \) and \( C_X^2 \). This is so that we can functionally test whether assigning different values to src results in different values at dst. This check is performed in line 7. The substitution of the source with “fresh” unconstrained variables is performed in lines 25-28. The other difference is the handling of MMIO instructions in lines 20-22.

Typical use of the algorithm is as follows. \( S_{PC} \) is set to an appropriate initial value and a target value for the \( PC \) is specified as a trigger to stop symbolic execution. The algorithm then symbolically explores all paths between \( S_{PC} \) and the target. It terminates when stack is empty.

To understand Algorithm 1, let us consider its execution on the code shown in Figure 3.\(^4\) The property here states that the untrusted value \( r1 \) must not influence the value of IO_REG.

Suppose, due to a typo \( N=3 \) instead of the correct value 2. The symbolic state computed by the algorithm when it reaches the assignment to IO_REG would be:

\[
\begin{align*}
P^1 &= (x^1 < 0 \lor x^1 \geq 3) \\
dataout^1 &= M^1[0x100 + x^1] \\
M^1 &= M^1[0x100 \rightarrow 0, 0x101 \rightarrow 1, 0x102 \rightarrow 3, \ldots] \\
memaddr^1 &= memaddr^1 = 0x200 \\
memop^1 &= memop^1 = WR
\end{align*}
\]

In the above, \( x^1 \) and \( x^2 \) are the new variables created to represent the untrusted value \( r1 \). When the solver evaluates whether \( dataout^1 \neq dataout^2 \) is possible along with \( P^1, P^2 \) and the predicates, it will find \( x^1 = 1, x^2 = 2 \) and report this error. Once we fix the bug and \( N=2 \), then \( (P^1, P^2) = (x^1 \geq 0 \land x^1 < 2, x^2 \geq 0 \land x^2 < 2) \). Now it is not possible make \( dataout^1 \neq dataout^2 \) while satisfying \( P^1 \) and \( P^2 \), so the algorithm will not report in an error.

This is an example where DTA fails. Under typical taint propagation policies, if the address for a memory read is tainted but the data pointed to by the address is not tainted, the result of the read is not tainted. Under such a policy, the bug is not detected by DTA as the taint does not propagate from \( r1 \) to \( IO_REG \). Changing the policy to taint the result of a memory read when the address is tainted results in over-tainting. DTA reports a problem even when the bug is fixed and \( N=2 \).

Now suppose src is data, while dst and dstpred are the same as before. This property states that the secret value data must not influence untrusted register IO_REG. Clearly, a violation exists if \( N=3 \) and it will be detected by Algorithm 1.

To detect this issue, DTA needs an instruction sequence where \( r1=2 \) in order to expose the violation. In other words, DTA cannot detect a violation without a trace that “activates” the problem. These examples demonstrate the advantages of our technique: exhaustive analysis of all program paths and states and improved precision over DTA.

V. Evaluation

We evaluated our approach by examining part of the firmware of an upcoming commercial phone/tablet SoC. This section provides background on the SoC and the IP examined, presents the methodology and results of the evaluation.

A. Methodology

1) SoC and IP overview: The overall structure of the SoC is similar to the model presented in Figure 1a. It consists

\[
\begin{align*}
#&\text{define N 2} \\
\text{uint8_t tbl[]} = \{1,1\}; // address of tbl = 0x100 \\
\text{uint8_t data} = 3; // data=0x102 \\
\text{uint8_t IO_REG = 1; // } \&\text{IO_REG=0x200.} \\
\text{void foo(int r1)} \{ \\
\text{if (r1 }< 0 || r1 \geq N) \text{return;} \\
\text{IO_REG = tbl[r1];} \\
\}
\end{align*}
\]

Fig. 3: Integrity property example: src=1, dst=dataout, srcpred=true and dstpred=memaddr = 0x200 ∧ memop = WR.
of a number of IPs for various functions such as display, camera, touch sensing, etc. This evaluation examined a single component IP, called the PTIP. The PTIP is involved in security sensitive "flows" like secure boot. It contains a proprietary 32-bit microcontroller which executes the firmware. The firmware interacts with the other IPs in the SoC through various hardware registers accessed using MMIO.

2) Security Objectives: The PTIP firmware interacts with system software, devices drivers and other untrusted IPs. Since these entities, especially the system software and drivers, may be compromised by malware, these are all untrusted.

We explored two main security objectives as part of the evaluation. First, the PTIP memory holds a sensitive cryptographic key called the IPKEY. We wanted to ensure that these untrusted entities could not access the IPKEY. Second, we wanted to ensure control-flow integrity of the PTIP firmware.

The total size of the PTIP firmware is approximately a few tens of thousands of static instructions. Due to limited time, this evaluation focused on a set of message handler functions which send and receive commands/messages from the (untrusted) system software, drivers and other IPs. We believe these are most likely to be vulnerable because they have the "closest" interactions with the untrusted entities.

3) Methodology: We created an instruction-level abstraction (ILA) of the PTIP microcontroller using the template-based synthesis methodology from [25]. We then used the ILA to generate a symbolic execution engine using the C++ API of version 4.3.2 of the Z3 SMT solver. This symbolic execution engine was integrated with a pre-existing simulator for this microcontroller to model the MMIO reads and writes.

We used the pre-existing simulator to execute the reset phases of the firmware, and started symbolic execution using the post-reset state as the initial state. Each message handling function (along with all the functions in its call graph) was analyzed separately. The symbolic execution was run with a time limit of 30 minutes on an Intel Xeon server.

B. Properties Verified

We created three representative information flow properties to capture the security requirements mentioned above. 5

1) Confidentiality of IPKEY: This was framed as two information flow properties. For the first property, the source was the address of IPKEY. The destination was PC and both source and destination predicates were true. The security requirement here states that the firmware control flow must not depend on the value of IPKEY because different paths through the firmware may have different externally visible behavior and this could leak information about the key.

For the second property, the source was again the address of IPKEY in memory but the destination was dataout. This property states that the IPKEY must not be written to an untrusted MMIO location.

5Besides information flow properties, the symbolic execution engine we developed can also verify safety properties like the symbolic simulators in [3, 7, 12]. This is helpful for functional verification and certain security properties. We do not report these results due to a lack of space.

2) Integrity of Message Handler Table: PTIP memory contains a message handler table called MHT. The MHT contains a list of pointers to functions that handle the messages received from other IPs. The security concern here is that malware could potentially attempt to rewrite the message handler table to execute malicious code.

C. Experimental Results

1) Scalability: Table I summarizes the results from our analysis. A total of five message handlers were evaluated. The size of these routines ranges from roughly 100 to 800 instructions. Note these are static instructions. Due to loops, some instructions will be executed more than once.

The static instruction counts were obtained after we abstracted certain functions that were irrelevant to the security properties being examined. The abstraction replaces these functions with code that "trashes" the registers used by the routine and returns immediately. Interestingly, we used symbolic execution to prove that the other registers were correctly preserved by the routine, i.e., to prove the abstraction correct.

The column labelled "analyzed instructions" shows the number of dynamic instructions analyzed by the symbolic execution engine when exhaustively exploring all paths. The "time" column shows the execution time in seconds. We can see from the results that more than half a million instructions can be analyzed in about 30 minutes, which demonstrates that the execution engine is scalable to real-world firmware sizes.

For two of the handlers, the symbolic execution engine did not finish exploring all paths. This is due to exponential blowup in the number of paths in the program aka path explosion. This is a problem that affects all symbolic execution based techniques, including those that do not verify information properties [3, 6, 7, 12]. Solving this problem requires identifying the loop(s) where path explosion occurs, and replacing these loops with sound abstractions. This process is conceptually straightforward, but time-consuming in practice.

2) Bug(s) Identified: The PTIP firmware had previously undergone simulation-based testing and manual code review. However, we were still able to identify a tricky security bug in Handler1 that could lead to IPKEY exposure.

The bug was caused by the firmware reading data from a table before validating the table index, which was controlled by an untrusted entity. Therefore, the untrusted entity could send an malicious invalid command that would end up reading the IPKEY and leaking information about its value to the attacker.

The bug was difficult to detect because the specific command which triggered the overflow is not easy to discover through testing or manual review. The symbolic analysis performed by our tool which involves reasoning over all possible input values was essential in crafting this malicious command.

VI. RELATED WORK

The DART [16] and KLEE [6] projects are the precursors of subsequent work in symbolic execution. They combined modern constraint solvers and dynamic analysis to generate tests...
for software programs. $S^2E$ builds on the KLEE infrastructure and allows symbolic execution of system software. $S^2E$ also introduced selective symbolic execution and applied it on system calls and kernel operations. We use selective symbolic execution to model MMIO reads/writes. Bazhaniuk et al. [3] use the $S^2E$ infrastructure to verify security properties of system management mode software in x86 systems. FIE [12] also builds on the KLEE infrastructure but makes extensions for scalable symbolic execution of firmware in TI MSP430 microcontrollers. Optimizations introduced in FIE; memory smudging and state pruning are orthogonal to our work and can be implemented in our framework to improve scalability. Unlike our work, all these frameworks can verify only safety properties, not confidentiality or integrity.

A large body of work also exists in area of dynamic taint analysis, e.g., [2, 9, 10, 18, 22, 24]. These techniques suffer from both false positives and false negatives due to the problems of under- and over-tainting. Our technique is based on symbolic analysis and does not result in false positives. An overview of DTA and symbolic execution techniques is presented in [22]. We show how symbolic execution can be used to verify information flow; this is missing from [22] which treats DTA and symbolic execution separately.

Software model checkers [4, 8] are more scalable than symbolic execution because they avoid path explosion by implicit path enumeration. However, current software model checkers do not support information flow properties. Extending software model checkers in order to verify information flow properties is an important area for further work.

| Function | static insts | IPKEY: Property 1 | | | | IPKEY: Property 2 | | | | MIT Property |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Handler1 | 663 | 56090 | 5.80s | | | 56090 | 6.24s | | | 56090 | 5.80s |
| Handler2 | 788 | 534499* | 1946.03s | | | 546029* | 1954.19s | | | 534499* | 1946.03s |
| Handler3 | 790 | 476169* | 1945.71s | | | 421325* | 1897.29s | | | 476169* | 1945.71s |
| Handler4 | 213 | 817 | 0.62s | | | 817 | 0.64s | | | 817 | 0.62s |
| Handler5 | 95 | 230 | 0.16s | | | 230 | 0.16s | | | 230 | 0.16s |

TABLE I: Summary of Symbolic Execution Results. The asterisk (*) indicates symbolic execution timed out.

VII. CONCLUSION

An important problem facing the semiconductor industry today is ensuring that the security requirements of firmware components are met. In this paper, we introduced a property specification language and verification algorithm for specifying and verifying firmware security properties. The property specification language makes it easy to specify security properties such as confidentiality and integrity. Our verification algorithm is based on symbolic execution and exhaustively explores all paths in a firmware routine and proves the absence of property violations. It is also more precise than dynamic taint analysis schemes. Our evaluation of the algorithm was conducted on the firmware of an upcoming commercial SoC. We were able to detect a tricky firmware security bug that had been missed by simulation-based testing as well as manual code review. Scalability is promising and experiments show that non-trivial real world world firmware can be analyzed.
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