Current based PUF Exploiting Random Variations in SRAM Cells
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Abstract—Physical Unclonable Function (PUF) is a security primitive that has been proven to be effective in diverse security solutions ranging from hardware authentication to on-die entropy generation. PUFs can be implemented in a design in two possible ways: (1) adding a separate dedicated circuit; and (2) reusing an existing on-chip structure for generating random signatures. A large percentage of existing PUFs falls into the first category, which suffers from the important drawback of often unacceptable hardware and design overhead. Moreover, they cannot be applied to legacy designs, which do not allow insertion of additional circuit structures. Intrinsic PUFs, that rely on pre-existing circuit structures, such as static random-access memory (SRAM), fall into the second category. They, however, typically suffer from poor entropy as well as lack of robustness.

In this paper, we introduce a novel PUF implementation of the second category that exploits the effect of manufacturing process variations in SRAM read access current. In particular, we note that transistor level variations in SRAM cells cause significant variations in the read current and the variation changes with the stored content in a SRAM cell. We propose a method to transform the analog read current value for an SRAM array into robust binary signatures. The proposed PUF can be easily employed for authentication of commercial SRAM chips without any design modification. Furthermore, it can be realized, with minor hardware modification, into chips with embedded memory, e.g., a processor, for on-die entropy generation. Simulation results at 45nm CMOS process for 1000 chips as well as measurement results based on 30 commercial SRAM chips, show promising randomness, uniqueness and robustness under environmental fluctuations.

I. INTRODUCTION

Security has emerged as an important design parameter for integrated circuits (ICs), which are vulnerable to diverse threats including counterfeiting, reverse engineering, and tampering attacks. A promising security primitive that has been investigated to deal with several hardware security issues, is Physical Unclonable Function (PUF). PUFs enable variety of security solutions for ICs - e.g., intellectual property (IP) counter-plagiarism, functional security measures, and hardware integrity validation. PUFs transform the intrinsic random variations in device parameters, e.g., threshold voltage ($V_{th}$), transistor length ($L$), width ($W$), and oxide thickness ($\text{Tox}$) into circuit-level parameters, e.g., path delay or supply current to generate random digital signatures from an IC. PUFs typically lead to construction of unique and random set of challenge-response pairs (CRPs) for a chip. A random signature or key can be derived from a digital response from the PUF triggered by a digital input as challenge. The unclonability of PUFs originates from the unpredictable, random and hard-to-copy manufacturing variations in device parameters.

In this paper, we present a novel current-based strong PUF realized into an SRAM array that exploits the variations in read access current. It measures the transient current ($I_{DDT}$) during the read operation of SRAM array to generate large population of unique, robust and random signatures. The proposed PUF implementation exploits the effect of manufacturing process variations in SRAM word access current. In particular, we note that transistor level variations in SRAM cells can cause significant variations in the read current for a word based on the memory cells content. Simulation results on 45nm technology as well as experimental results on commercial off-the-shelf chips are analyzed regarding uniqueness, robustness and randomness. Integration of on-chip current sensor for on-die entropy generation has also been discussed.

II. BACKGROUND

A. Related work

In the past few years, the design of silicon and non-silicon PUF has been a hot topic in hardware security that has led to many pioneering publications through nearly a decade of research. Existing PUFs can be broadly classified, based on how they are implemented, into two major categories: (1) PUFs based on separate circuit structures [1], [2]; (2) PUFs realized with common on-chip structures e.g., SRAM, flip-flops, or scan chain [3]–[5]. A majority of PUF implementations relies on independent circuit block to transform device level variations into digital signatures. These PUFs typically incur considerable hardware overhead and requires additional design/verification effort. On the contrary, the second class of PUFs, e.g., a popular SRAM PUF [6] that converts the power-on random state of SRAM cells into digital signatures is attractive in terms of virtually zero hardware or design overhead. However, such a PUF are limited with entropy density (one bit per cell) as well as poor robustness since the residual charge and minor environmental fluctuations can alter the power-up randomness of signature. Another disadvantage for such a PUF is that it requires altering the bit configuration procedure to retain the values and read it out [4]. Intrinsic SRAM PUFs that use parameter variation induced failures to generate random signatures have also been reported [7] [8].

B. SRAM Cell

SRAM is the de-facto standard of embedded memory in processor or other ICs. Fig. 1 (a) shows the schematic for a standard 6-Transistor (6T) SRAM cell. Examination of the circuit reveals the portion that will be conducting during read operation, which is shown in Fig. 1 (b) assuming that the initial value of $V_Q$ is 0. Current flows from BL through AXL and into capacitor $C_Q$ which is the small equivalent capacitance between Q node and ground. This current charges $C_Q$ and thus $V_Q$ rises and NL conducts. Equilibrium will be reached when $C_Q$ is charged to a certain voltage at which $I_{AXL}$ equals $I_{NL}$. $I_{AXL}$ can be estimated as: $I_{AXL} = \frac{1}{2} (\mu C_{ox})(\frac{W}{L})_{AXL} (V_{DD} - V_{tn} - V_{Q})^2$, where $V_{tn}$ is the threshold voltage and $I_{NL}$ can be written as:
\[ I_{NL} = (\mu C_{ox})/W \] (V_{DD} - V_{th})V_Q - \frac{1}{2}V_Q^2 \]. Same current equilibrium condition happens to the BLB when \( V_{QL}B \) is 0. More importantly, the voltage of the BL will decrease by a small amount of voltage corresponding to the voltage rising of \( V_Q \). This is a result of the discharge of the capacitance of the BL by the current \( I_{NL} \). When the change in BL voltage, \( \Delta V \), reaches the minimum value requirement of sense amplifier, corresponding time interval \( \Delta t \) is the optimal time window for \( I_{DDT} \) measurement.

III. METHODOLOGY

A. Source of Variation and Entropy

The inter- and intra-die process variations in an SRAM array are primarily caused by variations in transistor parameters, namely, \( L, W, \) \( T_{ox}, \) and \( V_{th}, \) caused by physical phenomenon such as line edge roughness and random doping fluctuations. A PUF typically exploits random intra-die variations, where two transistors experience purely random variations in their device parameters, in creating digital signature from a chip. Among the different sources of random intra-die variations, threshold voltage \( V_{th} \) variation due to the random dopant fluctuations is the most significant one for SRAM cells. In our simulations, the intra-die variation is principally contributed by \( V_{th} \) variations, while the variations on other parameters (such as \( L, W, \) \( T_{ox}, \)) are lumped as additional variation in \( V_{th} \) [7]. As shown in Fig. 1 (b), read current flows through access transistors AXL and NL and will be influenced by the \( V_{th} \) variation of AXL and NL when the cell stores logic 0. Considering the symmetric structure of SRAM cell, the read current will be influenced by the \( V_{th} \) variation of AXL and NR when the storing value is 1.

Based on the previous observation, the read current varies depending on the stored logic value. Considering a row of SRAM cells, read current in each cell flows through AXL and NL or AXR and NR. It shows that the read current \( I_{DDT} \) value changes depending on the stored values. \( I_{DDT} \) stands for average value of the \( I_{DDT} \) over \( \Delta t \). Fig. 2 (a) shows the Hspice simulation results for 45nm technology of the variation of \( I_{DDT} \) based on 1000 chips with Gaussian-Distribution of \( V_{th} \) inter-die variation of \( \sigma_{\text{inter}} = 15\% \), and intra-die variation of \( \sigma_{\text{intra}} = 10\% \).

B. Enrollment and Data Collection

Maximum difference between 2 \( I_{DDT} \) values can be obtained if the comparison is designed to be made between two complementary word pairs. In this case, each cell will likely contribute different current value in the \( I_{DDT} \) for the word pairs. Each bit of the original word is randomly generated based on which the complementary word is produced to make up an input pair. The stored words are considered as inputs and \( I_{DDT} \) stands for averaged current of the \( i \)th input while \( I_{DDT} \) represents the current value of its complementary. As illustrated in Fig. 2 (b), 384 128-bit input pairs are prepared, and \( I_{DDT} \) and \( I_{DDT} \) have been collected for \( i \)th input.

C. Post Process Signature Generation

The signature generation is optimized to achieve high uniqueness and robustness. Digitizing is accomplished depending on \( \delta I_{DDT} \), the difference between \( I_{DDT} \) and \( I_{DDT} \) to generate 1 bit of signature, e.g., \( \Delta I_{DDT} \geq 0 \) will result 1 at the \( i \)th bit. Both \( I_{DDT} \) and \( I_{DDT} \) are influenced by the environment fluctuation and due to the different variation of transistors, \( I_{DDT} \) can change independently and will result in a flipping of the bit. Similar to the scheme proposed at [9], we apply a threshold of \( \Delta I_{DDT} \) at normal condition to predict the range of change and discard the bits which fail to meet the threshold requirement. A threshold difference of 0.5 \( \mu A \) is applied and the final 128 bit signature is generated from 384 bit. This is estimated by the expectation of average Intra-HD to be acceptable with redundancy not exceeding the Triple-Module-Redundancy (TMR) scheme [10]. As shown in Fig. 3, 18 \( \Delta I_{DDT} \) from the same chip are used to show how this threshold scheme works. Red, green and blue curve stand for the \( \Delta I_{DDT} \) at 25 \( ^\circ C \), 10 \( ^\circ C \) and 85\(^\circ C \), respectively, with dash black lines showing the threshold difference. If the difference at 25 \( ^\circ C \) falls between the 2 threshold lines, it is very possible this bit will flip under 10 \( ^\circ C \) or 85\(^\circ C \). Therefore, in this diagram, bit number 6, 9, 10 and 16 are discarded but the rest are kept.

IV. SECURITY ANALYSIS

Monte Carlo Simulations in Hspice have been conducted using PTM 45nm CMOS process, with \( \sigma_{\text{inter}} = 15\% \) and \( \sigma_{\text{intra}} = 10\% \) based on 1 \times 128 SRAM prototype for 1000 chips.

A. Uniqueness of signature

The metric for signature uniqueness is the fractional Inter Hamming distance (Inter HD) and its average based on \( m \) chips is:

\[
HD_{\text{inter}} = \frac{2}{m(m-1)} \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} HD_{i,j}
\]

\( HD_{i,j} \) represents the current value of its complementary. As illustrated in Fig. 2 (b),
be logging orderings of cells based on difference of stored content (0 or 1) in similar to [1]. The number of independent bits can be evaluated by the maximum entropy of the proposed SRAM current PUF is discussed. The NIST tests that require larger input bit strings have been omitted in our study.

B. Robustness of Signature

To evaluate the robustness of the signature, simulations at two different temperatures are conducted @ 10 °C and @ 85 °C. Fractional Intra Hamming distance (Intra HD) is calculated to quantify the number of different bits between the same signature @25 °C and @ 10 °C or @ 85 °C, respectively. In each case, the average of fractional Intra HD of \( m = 1000 \) chips is:

\[
HD_{\text{intra}} = \frac{1}{m} \sum_{i=1}^{m} HD_{i}
\]

where \( m \) is the number of chips. \( HD_{\text{inter}} \) is desired to be around 0.5. As shown in Fig. 4, the histogram of fractional Inter HD under normal condition (1V supply voltage and 25 °C room temperature) is distributed from 0.35 to 0.65 with the average of 49.97%.

C. Average value of Intra HD

To further evaluate the effectiveness of the proposed PUF, we have performed current measurements with commercial off-the-shelf SRAM chips. Experiments are conducted by measuring \( I_{DDT} \) of 30 SRAM chips – IS62C256AL 32K × 8 LOW POWER CMOS SRAM chips from ISSI. The Schematic for the experimental setup is shown in Fig. 7 (a). At the negative edge of the chip enable (CE) and output enable (OE), the SRAM performs a read operation and after a small access time, the data will be read out validly to the I/O, i.e., the read process in the SRAM cell is finished and this interval is regarded as the time window. Agilent Technology MSO6012A mixed signal oscilloscope with sample rate of 2Ga/s is used to measure the voltage difference (and hence current) across a 10Ω precision sense resistor. The digital probe of the oscilloscope is connected to the SRAM chips to determine time window. Terasic DE0 FPGA board is used to provide control signals, addresses and storing input vectors to the SRAM chips. The sequence for the control signals is shown in Fig. 7 (b). The averaging time window is selected to be 40 samples (about 2ns) and normalization is done to minimize the setup fluctuation during multiple measurements. Total of 16 different vector pairs are used to measure currents and 16 bit of signature from each chip is generated. The 128-bit SRAM word can generate independent \( 128 + p \) bits, where \( p \) is entropy per cell current.

D. Attacks Analysis

Machine learning attacks can potentially happen when adversary have the information about part of the CRPs. A machine learning model can be built based on the already known CRPs and can be trained to predict the remaining CRPs. It is reported that the increase in entropy [12] and decrease in training set [13] can decline the success rate, i.e., machine learning attacks can be prevented if the number of enrolled CRPs can be significantly increased. It means large entropy source is the best protection against modeling attacks [14]. In the proposed PUF, the application of different inputs to a single row of the SRAM combines the entropy sources from the individual SRAM cells in a potentially exponential behavior. As discussed, the entropy of the proposed SRAM PUF can be evaluated as \( \log_2(N!) \). For SRAM chips with multiple banks or sub-arrays, multiple rows can be combined together for signature generation thus increasing the total number of SRAM cells that contribute in the PUF signature. The proposed PUF, unlike conventional SRAM PUF, also facilitates signature extraction during normal operation of an SRAM array by implementing the current-based SRAM PUF into the idle rows.

V. EXPERIMENT

A. Setup and Result

To perform current measurements with commercial off-the-shelf SRAM chips, experiments are conducted by measuring \( I_{DDT} \) of 30 SRAM chips – IS62C256AL 32K × 8 LOW POWER CMOS SRAM chips from ISSI. The Schematic for the experimental setup is shown in Fig. 7 (a). At the negative edge of the chip enable (CE) and output enable (OE), the SRAM performs a read operation and after a small access time, the data will be read out validly to the I/O, i.e., the read process in the SRAM cell is finished and this interval is regarded as the time window. Agilent Technology MSO6012A mixed signal oscilloscope with sample rate of 2Ga/s is used to measure the voltage difference (and hence current) across a 10Ω precision sense resistor. The digital probe of the oscilloscope is connected to the SRAM chips to determine time window. Terasic DE0 FPGA board is used to provide control signals, addresses and storing input vectors to the SRAM chips. The sequence for the control signals is shown in Fig. 7 (b). The averaging time window is selected to be 40 samples (about 2ns) and normalization is done to minimize the setup fluctuation during multiple measurements. Total of 16 different vector pairs are used to measure currents and 16 bit of signature from each chip is generated.
generated. The histogram of fractional Inter HD of 30 chips is displayed in Fig. 8 (a) with average Inter HD of 43.65%.

### B. Repeatability and Improvement Discussion

Robustness is primarily based on the results of multiple time measurements. The measurement process discussed in the above section is applied at three different times to evaluate the stability of signatures under environmental fluctuation, e.g., voltage and temperature fluctuation. Following the same signature generation process, robustness of the signatures is evaluated by fractional Intra HD with the result shown in Fig. 8 (b) with average Intra HD of 4.61% without any bit selection process. Comparison between the proposed PUF and other SRAM PUFs is provided in Table I. It compares the entropy per cell, Inter HD, Intra HD (comparison of measured results at different time and high-temperature reliability study for simulation results) and run-time signature generation ability.

The modification on the SRAM structure is an option in further improving the PUF quality and usability. The current value can be more precisely measured if SRAM arrays are designed with separate power supply for both core and peripheral circuits may decrease both the variation and stability of the measured current. Finally, for on-chip entropy generation, embedded current measurement circuit, e.g., a current interator and an analog-to-digital converter with appropriate sampling frequency [16] can be utilized which can also reduce the variation of the loop filter coefficient over voltage and temperature fluctuations.

### VI. Conclusion

We have presented a novel PUF implementation in SRAM array that transforms the analog read current value for a codeword into binary signature. It shows good uniqueness, robustness and randomness while providing significantly higher entropy than common SRAM based PUFs. Since the proposed PUF does not require any design modification, it can be easily employed to authenticate stand-alone SRAM chips as well as wide array of chips with embedded memory, e.g., a processor, FPGA, and micro-controller. Due to the high entropy space, they are also promising for on-die entropy generation. While external current measurement can be effective for authentication, one needs to integrate low-overhead current sensors in a chip for on-die signature generation. The quality of the PUF is evaluated through both simulation and experiments with commercial SRAM chips, which show high quality and reproducibility of the signatures. Future work will focus on integrating on-chip current sensors and extending the approach to other kinds of memory, e.g., DRAM and flash.
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