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Abstract—In recent years, depth sensing systems have gained popularity and have begun to appear on the consumer market. Of these systems, PMD-based Time-of-Flight cameras are the smallest available and will soon be integrated into mobile devices such as smart phones and tablets. Like all other available depth sensing systems, PMD-based Time-of-Flight cameras do not produce perfect depth data. Because of the sensor’s characteristics, the data is noisy and the resolution is limited. Fast movements cause motion artifacts, which are undefined depth values due to corrupted measurements. Combining the data of a Time-of-Flight and a color camera can compensate these flaws and vastly improve depth image quality.

This work uses color edge information as a guide so the depth image is upscaled with resolution gain and lossless noise reduction. A novel depth upsampling method is introduced, combining the creation of high quality depth data with fast execution. A high end smartphone development board, a color, and a Time-of-Flight camera are used to create a sensor fusion prototype. The complete processing pipeline is efficiently implemented on the graphics processing unit in order to maximize performance. The prototype proves the feasibility of our proposed fusion method on mobile devices.

The result is a system capable of fusing color and depth data at interactive frame rates. When there is depth image available for every color pixel, new possibilities in computer vision, augmented reality and computational photography arise. The evaluation shows, our sensor fusion solution provides depth images with upscaled resolution, increased sharpness, less noise, less motion artifacts, and achieves high frame rates at the same time; thus significantly outperforms state-of-the-art solutions.

Index Terms—Time-of-Flight, 3D sensing, sensor fusion, GPGPU, image processing

I. INTRODUCTION

Indirect depth sensing based on Time-of-Flight works by emitting a modulated light signal. As shown on Fig. 1, the light signal is reflected by the scene and captured by the Time-of-Flight sensor. The Time-of-Flight sensor measures the phase difference of the incoming to the outgoing light for each pixel. A Photonic Mixer Device (PMD) on each pixel enables the conversion of the phase to a voltage, which is proportional to the depth. These devices occupy a lot of space on the sensor and limit the image resolution. In addition, various systematic errors are introduced during the measurement process, causing not all pixels to contain valid depth values. The most common is the low-signal error, when not sufficient light is reflected. This is also the main noise source. Another inherent weakness of the PMD-based Time-of-Flight technology is motion artifacts. These artifacts are caused by a fast moving scenery and due to the fact that several raw images need to be taken consecutively (each with a certain exposure time) in order to compute one depth image. There are numerous countermeasures for these errors, but using additional information is the best way to cope with these weaknesses. While a combination of several different depth sensing systems makes sense and has been thoroughly researched, practical applications are limited due to the increased complexity. Fusing depth and color can enhance depth resolution and reduce noise. High-resolution color cameras are ubiquitous on mobile devices like smart phones and tablets. Research has shown that depth image quality can be improved immensely by using color information, as shown by the authors in [1].

Color images offer additional information about the depth data, because there is a correlation between depth and color discontinuities. When upsampling a depth image, depth discontinuities can adapt to color discontinuities, improving the resolution and reducing noise. When every color image pixel is associated with a depth value, new applications for depth sensors arise. Fields like augmented reality, computational photography, and computer vision in general can benefit of a unified color and depth sensor.

However, there is major gap in literature concerning efficient sensor fusion solutions targeting mobile devices. This paper tackles this gap and proposes a novel solution which not only improves the resolution of Time-of-Flight depth images, but also performs loss-less noise reduction, reduces motion artifacts, and maintains interactive frame-rates by exploiting massive parallel processing. Summarizing, this paper makes the following contributions:

- It introduces a novel depth upsampling approach, designed to unify depth image refinement with high computation

Fig. 1. The working principle of an indirect PMD-based Time-of-Flight depth sensing system. Obtained with changes from [2].
performance.

- It demonstrates a feasible prototype implementation on a mobile platform using a combined Time-of-Flight and color camera system.
- It presents an evaluation which not only provides a comparison to other upsampling methods but also shows the feasibility of depth and color sensor fusion on mobile platforms.

II. RELATED WORK

Fusing depth information with other camera data is well-explored. A lot of contributions focus on fusing different depth sensing systems, cf. [3]. By fusing Time-of-Flight cameras with stereo systems it is possible to accelerate the stereo matching computation by limiting the search space with Time-of-Flight depth measurements. In contrast to passive stereo systems, Time-of-Flight depth sensing can measure depth on homogenous surfaces and during bad lighting conditions.

Fusing Time-of-Flight depth data with any camera system requires calibration. In [4], Herrera et al. propose a method for calibrating a depth and color camera system. It is however possible to reduce the calibration procedure to a 2D stereo calibration, cf. [5], because recent Time-of-Flight cameras are also able to capture a 2D gray-scale image. This enables the usage of the well-established Bouguet Matlab calibration toolbox.

Since depth cameras usually offer lower image resolutions than RGB cameras, improving the resolution of the depth sensor is a well researched topic. It is possible to increase the depth resolution by regarding color discontinuities. In [1], Langmann et al. review a number of approaches. The joint bilateral filter by Kopf et al. [6] is a popular upsampling method. It is a modification of the original bilateral filter by Tomasi [7] and works by weighting the depth image with the color distance of the color image. Sung et al. [8] extend the joint bilateral filter with color segmentation based boundary refinement. Yang et al. [9] construct a cost volume and apply the bilateral filter. The best cost is then selected and the process is applied iteratively.

A different way to fuse depth and color data is global optimization. These global approaches formulate a cost function, which is numerically minimized, cf. [5] and [10]. This leads to the best results among depth super resolution methods but the optimization is computationally complex. In [11], Dai et al. promise a high performing global approach. The algorithm interprets the pixel-grid as graph with intensity differences as edge weights. The minimum spanning tree (MST) is calculated and the sparsely mapped depth values are interpolated along the tree. The drawback of this method is that the MST computation is hard to implement efficiently on a GPU, as described by the authors in [12].

The demand for an efficient color and depth fusion method, capable of running on limited hardware formed just recently, when depth sensors became available on mobile platforms. In [13], Chuchvara et al. propose a GPU based sensor fusion method, which creates a surface mesh from the mapped depth data. This mesh is rendered to a frame-buffer with OpenGL, and a non-local means based noise reduction method is executed. This method uses the GPU hardware with OpenGL efficiently for interpolation, but does not increase the depth resolution.

Despite the vast amount of research, there is major gap in literature concerning efficient sensor fusion solutions for mobile devices, which is addressed in our work.

III. DEPTH IMAGE MAPPING

The desired sensor fusion result is a color image with depth associated to each pixel. As a first step, it is necessary to warp the depth data to the color image. Since warping introduces undefined areas, the cameras are mounted as close as possible. Several images of a checkerboard target in various orientations and distances are captured for camera calibration. The checkerboard pattern enables the calibration software to derive edge reference points with sub-pixel accuracy. The Time-of-Flight camera is able to capture infrared-based gray-scale images, enabling to calibrate the cameras like a stereo system. The Bouguet Matlab Calibration toolbox was used to compute the intrinsic and extrinsic camera parameters.

After distortion correction, the depth values with pixel position \( x_{i,j} \) and depth \( d_{i,j} \) are transformed to 3D points \( X_{i,j} \) in color camera space, as defined in (1) and as illustrated in Fig. 2. \( \tilde{P}_D \) denotes the pseudoinverse of the depth camera calibration matrix. The extrinsic camera parameters in form of rotation matrix \( R \) and translation vector \( T \) directly transform the depth measurements to the 3D space of the color camera with center \( C_H \).

\[
X_{i,j} = T + Rd_{i,j} \frac{\tilde{P}_D x_{i,j}}{\| \tilde{P}_D x_{i,j} \|}
\]

The homogenous 3D depth coordinates \( X_{i,j} \) are projected to the 2D image space \( D_S \) of the color camera by a multiplication with the color camera projection matrix \( P_C \), cf. (2). This leads to warped depth measurements with the coordinates \( \tilde{x}_{i,j} \) in color image space.

\[
\tilde{x}_{i,j} = P_C \cdot X_{i,j}
\]

After applying the lens distortion of the color camera, the depth coordinates are associated with the nearest color pixel.
Reducing the noise of the depth image with an edge-preserving 3x3 median filter before warping benefits the final depth image greatly while not causing significant computation overhead. Alternatively, other well-established depth image denoising techniques can be applied. The next step after the depth image mapping is to interpolate this sparsely mapped depth frame by using color information.

### IV. IMAGE-GUIDED DEPTH UPSAMPLING

The depth upscaling is the most computational complex step in the sensor fusion procedure. With a well-designed algorithm, the sparse depth data on the color image is not just interpolated, but also denoised and the resolution refined. This work targets to unify the creation of a high quality 1-1 mapped color and depth image, while maintaining high computation performance. Data parallelism with as less mutual data dependence as possible is desired for an efficient GPU implementation. It is also important to consider memory usage and addressing, as GPU memory operations are slow.

A preparation step before the upscaling is extracting edge information from the color image. While any edge detector can be used, the Sobel operator proved to be simple and effective. If the Sobel operator is not just applied to the intensity of the image but also to the saturation, then the edges between surfaces with equal brightness but different colors are detected as well.

The edge image and the sparsely mapped depth frame form the input data for the upscaling algorithm which is executed in parallel for each mapped depth value. The algorithm can be interpreted as the propagation of depth value influence over a local circular area on the color image. A radial path from the mapped depth value position to each influenced pixel is parsed.

![Fig. 3. Pixel parsing along circular paths for each depth value.](image)

The introduced algorithm can be efficiently implemented with some modifications. The interpolation formula in the last section can be reformulated as update formula. \( d_{\text{sum}} \) and \( w_{\text{sum}} \) are stored for each pixel and replace the upper and lower fraction terms in the interpolation formula. They are updated every time a depth value operates on a pixel, cf. (5) and (6).

\[
\begin{align*}
  d_{\text{sum}} &= d_{\text{sum}} + d_n \cdot w_{\text{new}} \\
  w_{\text{sum}} &= w_{\text{sum}} + w_{\text{new}}
\end{align*}
\]

The final depth \( d_i \) is calculated by dividing \( d_{\text{sum}} \) and \( w_{\text{sum}} \) on each pixel \( i \), as given by (7).

\[
  d_i = \frac{d_{\text{sum}}}{w_{\text{sum}}}
\]

This operation requires at least 3 GPU memory access operations per pixel, which can be reduced. If \( d_i \) is calculated and updated during the depth influence propagation, \( d_{\text{sum}} \) can be extracted by multiplying \( d_i \) with \( w_{\text{sum}} \). Without storing \( d_{\text{sum}} \) for each pixel, the depth \( d_i \) and \( w_{\text{sum}} \) are updated at each pixel operation according to (8)-(10).

\[
\begin{align*}
  w &= e^{-\frac{S_E}{\sigma}} \\
  w_{\text{sum}} &= w_{\text{sum}} + w_n \\
  d_i &= \frac{d_i \cdot (w_{\text{sum}} - w_n) + d_n \cdot w_n}{w_{\text{sum}}}
\end{align*}
\]

To satisfy the requirement that \( S_E \) is the sum of all edges along the pixel path between pixel \( i \) and the mapped depth value \( d_n \), the surrounding pixels need to be parsed in a specific order. Fig. 4 illustrates the dependence hierarchy, caused by the radial parsing principle. Each newly processed pixel depends on its predecessor along the pixel path. Calculating the pixel paths during computation is avoided by a lookup table. The table stores the relative pixel positions on the paths in the correct order.

A small array is used to buffer the sum of edge weights on the path \( S_E \) for each pixel, so it can be looked up during the
next pixel operation on the path. This averts the prerequisite to parse the pixels along the radial pixel paths, as long the hierarchy shown in Fig. 4 is satisfied. As a consequence, the lookup table can be cleaned of all redundant operations, so just \( n \) pixel operations for \( n \) influenced pixels are required.

A further optimization is to selectively abort calculations on a pixel path. When a pixel path is classified as irrelevant, the latest buffered value of \( S_E \) is marked invalid, and all further pixel processing operations are canceled. The abortion criteria is satisfied, when a depth value does not have a significant influence on the final depth. This can happen when a pixel path crosses too many edges and its influence is minuscule compared to the other depth values in the area. Irrelevant paths are detected, by comparing the already existing weights \( w_n \) of a pixel to the current weight. If the difference is below a certain value \( \gamma \), the remaining operations on the current pixel path are canceled. The evaluation showed that stopping the processing on irrelevant influence propagation paths also improves the quality of the upscaled depth image as the irrelevant pixel paths introduce an error to the upscaled depth image.

B. GPU Implementation

In our prototype, the complete sensor fusion procedure is implemented on the graphics processing unit, using OpenCL. The system features a color and Time-of-Flight camera system as well as a high-end smart phone development kit for computation. The camera system is shown in Fig. 6 and consists of a Logitec B910 color camera and an Infineon REAL3™ sensor based on Time-of-Flight technology of pmndtechnologies. With this prototype, the ability of fusing depth and color while maintaining interactive frame-rates at same time is demonstrated. An Android application implements the framework for handling the cameras and Android NDK is employed to handle the GPU computation.

The processing pipeline consists of 3 GPU programs, for mapping the depth data, calculating the edge image, and upscaling the depth data with the proposed method. The upscaling computation is by far the most computational intensive operation, requiring 95% of the execution time.

Because the parameter space of the local OpenCL workgroup size is restricted to a few dozen configurations, the implementation can optimize itself on a large variety of GPU devices. Local memory buffering was avoided in favor for optimized cache usage. This avoids any synchronization mechanisms and allows to use all computation units simultaneously without data corruption.

V. RESULTS AND EVALUATION

A. The Prototype System

One of the goals of this work was to prove that state-of-the-art mobile devices are capable of running the proposed sensor fusion method at interactive frame rates. The prototype is capable of fusing 288x256 depth images with 640x480 color images at a rate of 10 frames per second (fps). Fig. 5 shows a scene captured and processed by the prototype. The 3D visualization clearly shows the significant quality impact of our proposed depth interpolation method. The evaluation in Section V-D reveals, the upscaling algorithm can also handle large resolutions, up to several megapixel.

As mentioned in Section III, the camera system is calibrated like a stereo camera system, using the 2D amplitude image of the Time-of-Flight camera. Despite the low depth resolution, it is possible to calibrate the system properly. The reprojection error of the interest points on the 46 calibration images is visualized in Fig. 6. It can be observed that the vast majority of reprojected calibration interest points deviate by less than one pixel. A reprojection error below 0.5 pixel is insignificant,
B. Motion Artifacts Compensation

Another important aspect of depth image refinement is the removal of motion artifacts. Advanced Time-of-Flight cameras emit light pulses with different phases and modulation frequencies per depth measurement. Fast movements during this procedure can cause invalid depth measurements. While cameras are able to detect them, it is up to the postprocessing pipeline to interpolate the missing information. The proposed depth upscaling algorithm interpolates these invalid measurements without modifications. As Fig. 7 shows, even larger motion artifacts are compensated if the influence radius of the depth values is increased. Since the cameras are not synchronized, the motion artifacts in Fig. 7 are simulated by adding noise, realistic depth input data is created. Beside the root mean square error (RMSE), the percentage of bad matching pixels is commonly used to evaluate depth upscaling and stereo matching algorithms [15]. The percentage of bad matching pixel (PbmP), is a measure for the number of pixels differing more than a defined tolerance $\delta$ from the ground-truth, as given by (11).

$$PbmP = \frac{1}{N} \sum_{(x,y)}(|d(x,y) - g(x,y)| > \delta)$$  \hspace{1cm} (11)

Our evaluation uses the common value 1 for $\delta$, assuming the depth values are mapped to a 0-255 value range.

The proposed solution is compared to simple nearest neighbor and bilinear interpolation, joint bilateral filtering [6] (Kopf et al.), minimax path based interpolation [11] (Dai et al.), and anisotropic total variation upscaling [5] (Ferstl et al.). The joint bilateral filter was selected for comparison because it is a popular and fast upscaling method. It however needs a lot more operations per pixel compared to our proposal and works best if applied iteratively. As our evaluation shows, the joint bilateral filter is significantly outperformed, especially when the upscaling factor is large. The minimax path based upscaling algorithm showed promising results. One of the conditions for its proclaimed fast performance is that every color pixel is just influenced by two depth values. However, due to this fact, it is not capable to reduce depth noise. The anisotropic total variation upscaling method is based on energy minimization. It leads to better results, but is not suitable for real-time applications due to its global approach. We compare with this method to demonstrate what is possible with global optimization, and how the other faster methods perform.

Three scenes of the Middlebury 2006 dataset were selected, and the ground-truth depth images were downscaled by the factor of 8 and 16. Gaussian noise was added and the depth images were upscaled with the selected algorithms. The Aloe dataset was specifically selected, because it features a salient texture on flat surfaces, which misguides a lot of depth upscaling algorithms. Table I shows the root mean square error and the percentage of bad matching pixel for three scenes of the Middlebury 2006 dataset.

Besides the quantitative comparison, it is also interesting to compare the visual results. Fig. 8 shows the resulting depth image of the previously compared algorithms.

D. Comparison with other depth upscaling methods

With available ground-truth depth data, it is possible to quantify the depth image quality refinement. By calculating the difference between the upscaled depth image and a ground-truth reference image, depth upsampling algorithms can be compared. The popular Middlebury 2006 dataset [14] consists of color and high-quality depth images. By downscaling and adding noise, realistic depth input data is created. Beside the root mean square error (RMSE), the percentage of bad matching pixels is commonly used to evaluate depth upscaling and stereo matching algorithms [15]. The percentage of bad matching pixel (PbmP), is a measure for the number of pixels differing more than a defined tolerance $\delta$ from the ground-truth, as given by (11).

$$PbmP = \frac{1}{N} \sum_{(x,y)}(|d(x,y) - g(x,y)| > \delta)$$  \hspace{1cm} (11)

Our evaluation uses the common value 1 for $\delta$, assuming the depth values are mapped to a 0-255 value range.

The proposed solution is compared to simple nearest neighbor and bilinear interpolation, joint bilateral filtering [6] (Kopf et al.), minimax path based interpolation [11] (Dai et al.), and anisotropic total variation upscaling [5] (Ferstl et al.). The joint bilateral filter was selected for comparison because it is a popular and fast upscaling method. It however needs a lot more operations per pixel compared to our proposal and works best if applied iteratively. As our evaluation shows, the joint bilateral filter is significantly outperformed, especially when the upscaling factor is large. The minimax path based upscaling algorithm showed promising results. One of the conditions for its proclaimed fast performance is that every color pixel is just influenced by two depth values. However, due to this fact, it is not capable to reduce depth noise. The anisotropic total variation upscaling method is based on energy minimization. It leads to better results, but is not suitable for real-time applications due to its global approach. We compare with this method to demonstrate what is possible with global optimization, and how the other faster methods perform.

Three scenes of the Middlebury 2006 dataset were selected, and the ground-truth depth images were downscaled by the factor of 8 and 16. Gaussian noise was added and the depth images were upscaled with the selected algorithms. The Aloe dataset was specifically selected, because it features a salient texture on flat surfaces, which misguides a lot of depth upscaling algorithms. Table I shows the root mean square error and the percentage of bad matching pixel for three scenes of the Middlebury 2006 dataset.

Besides the quantitative comparison, it is also interesting to compare the visual results. Fig. 8 shows the resulting depth image of the previously compared algorithms.

VI. CONCLUSION

Sensor fusion and Time-of-Flight 3D imaging in general is a fast-paced field of research. Fusion of depth and color data on mobile platforms will enable whole new fields of applications.
Currently, there are several sensor fusion approaches which can increase depth resolution and reduce noise, but the design goal of reaching high performance on mobile devices was neglected so far.

This work demonstrates the feasibility of high-performance and high-quality depth and color sensor fusion targeting mobile devices by employing a state-of-the-art smart phone development platform. It uses an Infineon REAL3™ image sensor based on Time-of-Flight technology of pmddotechnologies, which is on the brink of being integrated into new generations of smart phones and tablets (cf. Google Tango project). The output of this system is a color and depth image, where each color pixel is directly associated with a depth pixel.

The presented innovative method works non-iteratively and has an $O(n-k)$ complexity. Our sensor fusion solution provides depth images with upscaled resolution, increased sharpness, less noise, less motion artifacts, and achieves high frame rates at the same time. Given these facts, this work significantly outperforms state-of-the-art and thus sets new benchmarks in the field of mobile computing and will enable a set of new types of mobile applications.

Our future work concerns the development of an interface abstracting the color and Time-of-Flight camera into a unified RGB-D sensor. This involves further optimizations, resolution scalability, camera synchronization, and auto-calibration.
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