Abstract—At submicron manufacturing technology nodes process variations affect circuit performance significantly. This trend leads to a large timing margin and thus overdesign to maintain yield. To combat this pessimism, post-silicon clock tuning buffers can be inserted into circuits to balance timing budgets of critical paths with their neighbors. After manufacturing, these clock buffers can be configured for each chip individually so that chips with timing failures may be rescued to improve yield. In this paper, we propose a sampling-based method to determine the proper locations of these buffers. The goal of this buffer insertion is to reduce the number of buffers and their ranges, while still maintaining a good yield improvement. Experimental results demonstrate that our algorithm can achieve a significant yield improvement (up to 35%) with only a small number of buffers.

I. INTRODUCTION

At advanced technology nodes, process variations have become relatively larger, and thus caused expensive overdesign to guarantee yield. To alleviate the effect of process variations, many researchers have introduced special circuit components and mechanisms. For instance, post-silicon tuning components can be inserted into the circuit to alleviate the effect of process variations. Since physical parameters are fixed for each individual chip after manufacturing, tuning at the post-silicon stage can improve the performance specifically for each chip.

A widely used post-silicon tuning technique is clock tuning using delay buffers. For example, the structure of the delay buffer used in [1] is illustrated in Fig. 1. The delay of such a buffer can be changed by setting the configuration bits in the three registers. In high-performance designs, these tuning buffers are inserted during the design phase. After manufacturing, the delay values of these buffers are configured to adjust critical paths to their nominal values. This can be achieved by shifting clock edges toward the stages with smaller combinational delays. Critical paths might be different in individual chips due to process variations, so that only post-silicon tuning can counterbalance them effectively. With this post-silicon tuning, chips that might have failed to meet timing specifications can be revitalized, leading to an increased yield at the expense of additional area required by these buffers.

In this paper, we propose a method to insert post-silicon tuning buffers at the design phase for yield improvement. This method uses Monte Carlo simulation to emulate produced chips and confine tuning buffers to as few flip-flops as possible in each sample. After the whole simulation is finished, only those buffers that are critical to the yield are kept in the circuit. The proposed method captures the locations and ranges of tuning buffers directly without an intermediate formulation so that heuristics in statistical optimization are avoided. In addition, this direct simulation method provides correlation information between buffer tuning values. This information is used to group buffers so that the total area taken by the buffers is reduced effectively.

The rest of this paper is organized as follows. In Section II we give an overview of timing constraints for circuits with post-silicon clock tuning buffers and formulate the buffer insertion problem. We explain the proposed method in detail in Section III. Experimental results are shown in Section IV. Conclusion and future work are given in Section V.

II. TIMING CONSTRAINTS WITH CLOCK BUFFERS AND PROBLEM FORMULATION

The timing constraints with clock tuning buffers can be explained using Fig. 2, where two flip-flops with such buffers are connected by a combinational circuit. Assume that the clock signal switches at reference time 0. Then the clock events at flip-flops i and j happen at times \( x_i \) and \( x_j \), respectively. To meet the setup time and hold time constraints, the following equations must be satisfied

\[
\begin{align*}
  x_i + d_{ij} & \leq x_j + T - s_j \\
  x_i + d_{ij} & \geq x_j + h_j
\end{align*}
\]

where \( x_i \) and \( x_j \) are delay values of tuning buffers, \( d_{ij} \) is the maximum (minimum) delay of the combinational circuit between flip-flops i and j, \( s_j \) (\( h_j \)) is the setup (hold) time of flip-flop j, and \( T \) is the clock period. Here the clock buffers introduce two delay variables into the constraints (1) and (2). Without them, the two inequations fall back to the classic timing constraints of digital circuits.

Owing to area constraints, the configurable delay of a clock buffer usually has a limited range. This range determines the size of the buffer so that it should be as small as possible. Assume that the lower bound of the tuning values of buffer i is \( r_i \) and the range of the buffer is \( r_i \). The delay value of buffer i can thus be constrained by a range window as

\[
  r_i \leq x_i \leq r_i + r_i.
\]

Unlike [2], here we model the range window of the tuning values as asymmetrical with respect to 0 to achieve a maximal flexibility. Furthermore, \( x_i \) may only take discrete values due to implementation issues.

When process variations are considered, the combinational delays \( d_{ij} \) and \( d_{ij} \), setup time \( s_j \) and hold time \( h_j \) in (1) and (2) become random variables. In addition, the tuning delays \( x_i \) and \( x_i \) also become statistical because the clock buffers are subject to process variations. Since these variations can be decomposed and merged with \( d_{ij} \), \( d_{ij} \), \( s_j \) and \( h_j \), e.g., using the canonical form in [3], we assume henceforth that a tuning delay can be configured to a fixed value in (3) for simplicity.

In real circuits, the number of clock tuning buffers is limited. To maintain a good yield improvement, the problem of buffer insertion can thus be described as

Problem Buffer-Insertion:
Select a set of flip-flops to insert clock tuning buffers to improve the yield of the circuit. The number and ranges of buffers should be kept as small as possible. In addition, the bounds of tuning ranges should be determined, which can vary at different buffers and cover negative delays.

The predominant challenge in solving the Buffer-Insertion problem comes from the random variables in (1) and (2). These
variables make it very difficult to model the formulation above as an optimization problem, since statistical optimization very often resorts to heuristic approximations based on Monte Carlo simulation such as in [2]. In addition, the variables \( x_i \) and \( x_j \) in (1) and (2) may only take discrete values in the range window defined by (3). For example, a de-skew buffer in [4] can be configured to only 20 discrete delays. In this case, integer linear programming (ILP) becomes almost the only method available to deal with the constraint set defined by (1)–(3). In the proposed method, we use ILP-based Monte Carlo simulation to identify the buffer locations and tuning ranges directly.

**III. Solving the Buffer-insertion Problem by Sampling-based Simulation**

To identify where buffers should be inserted, we use a sampling-based method to deal with the complexity from process variations. The overall flow of the proposed method is shown in Fig. 3. The input of the proposed method includes the circuit structure, statistical gate delays, and all the available clock buffers such as the given maximum and the number of discrete steps. The proposed method improves the quality of the circuit with respect to a given clock period \( T \), the same as in [2]. The output of the proposed method is locations and ranges of the tuning delays of the circuit and creates an ILP model for each sample.

In this step, we have no information about where to insert buffers. We then sample the statistical variables in (1) and (2) and minimize the number of buffers required to achieve the given clock period for a specific sample. Here a sample can be considered as a representative chip after manufacturing. With enough samples, the trend where buffers should be inserted can thus be recognized, and only those buffers that affect the yield significantly are kept in the circuit.

The proposed method contains three major steps. In the first step, we allow the lower bounds of buffers to float freely, because at this stage the lower bound \( r_i \) in (3) is still unknown. For each sample, we minimize the number of required buffers and push the tuning values of buffers toward 0. Because these tuning values should be covered by the given tuning range windows, this value concentration can narrow the distributions of tuning values effectively. At the end of this step, the lower bound \( r_i \) is determined by finding the range window with a range \( r_i \) that covers the most tuning values in the simulation to maintain the yield.

With the lower bounds determined, we rerun the sampling process in the second step. For each sample, we minimize the number of required buffers for each sample and then concentrate tuning values toward their average. The latter is different from the previous step. In the first step, the lower bounds of buffers float freely, so that an average of tuning values does not reflect the center of a tuning range. Therefore, we focus on the reduction of buffer number by pushing tuning values toward 0. In the second step, the bounds of buffer ranges have been determined, so that the average can represent the trend of tuning values. Consequently, pushing tuning values toward this average may reduce the ranges of buffers. Finally, the ranges of buffers are determined by the smallest and the largest tuning values.

**Fig. 2. Timing of circuits with tuning buffers.**

**Fig. 3. Overall flow to determine buffer locations and tuning ranges.** The numbers are the sections in which the corresponding steps are described respectively.

In the last step, buffers are grouped according to their tuning correlation. If two buffers have highly correlated tuning values, they can share the same buffer to save area. The correlation information is a natural result of the sampling-based method so that buffers can be grouped easily.

The advantage of the simulation-based method is that it does not rely on the distributions of random variables. The challenge of this method is a large runtime, although it can be parallelized easily onto multiple CPU cores for acceleration. To solve the runtime problem, we introduce several techniques which can accelerate the proposed method effectively.

### A. Determining lower bounds of the range windows

In this step, we have no information about where to insert buffers and how to set the lower bounds of these buffers. Since the circuit structure and delay distributions all affect the locations of buffers, we resort to sampling-based simulation to gather preliminary information. The basic idea is that we sample the delays of the circuit and create an ILP model for each sample to confine the tunings of buffers to as few flip-flops as possible, while the lower bounds of the tuning ranges are allowed to float freely. With a large number of samples, the trend where the buffers should be inserted can be exposed by the concentration of tunings to only a few flip-flops. These flip-flops are actually the critical ones affecting the yield of the circuit.

To model whether a buffer should be adjusted, we use a binary variable \( c_i \) assigned for the \( i \)th buffer and defined as

\[
c_i = \begin{cases} 
1 & \text{the } i\text{th buffer is adjusted, so that } x_i \neq 0, \\
0 & \text{otherwise when } x_i = 0.
\end{cases}
\]  

According to [5], this constraint can be transformed to

\[
x_i \leq c_i \Gamma \tag{5}
\]

\[-x_i \leq c_i \Gamma \tag{6}
\]

where \( \Gamma \) is very large constant. If \( x_i \) is larger than 0, then \( c_i \) must be 1. If \( x_i \) is smaller than 0, \( c_i \) should also be set to 1. The only situation that \( c_i \) can be set to 0 is when \( x_i \) is 0, meaning that there is no tuning.

From the analysis above, we can observe that \( c_i \) is an upper bound of the tuning number for the \( i \)th buffer, since \( c_i \) can also be set to 1 even if \( x_i = 0 \). Accordingly, the sum of \( c_i \)s for all tuning buffers is an upper bound of the number of required buffers for the sample. This upper bound can be expressed as

\[
c_{\text{total}} = \sum_{i} c_i, \quad i \in I
\]  
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where \( I \) is the index set of all the tuning buffers. If we minimize this upper bound, the total number of tunings is also minimized. Besides minimizing the total number of buffers \( c_{\text{sum}} \), we also hope that the tuning values are not scattered widely, so that they can be covered by a range window with the range equal to \( \tau_i \). To achieve this goal, we minimize the distance between these values and 0. Consequently, the second objective of the optimization task is \( \sum_{i=1}^{I} |x_i| \), which is total distance of the tuning values to 0.

In our formulation, the number of buffers has a priority in optimization, because fewer buffers mean a smaller area as well a simpler layout design. Therefore, we split the optimization problem into two. In the first one we set the objective to \( c_{\text{sum}} \) to find the minimum number of required buffers for each sample. This number is used as a constraint in the second optimization problem to minimize \( \sum_{i=1}^{I} |x_i| \). After the first optimization, we prune buffers with few tunings so that the execution time of solving the second optimization problem can be reduced significantly.

1) Minimizing buffer tuning with floating lower bounds

With the number of tunings \( c_{\text{sum}} \) defined in (7), we describe the first optimization problem as follows.

For each sample \( m_k \in \mathcal{M} \),

\[
\text{Minimize } c_{\text{sum}} \quad \quad (8)
\]

s.t. setup and hold time constraints (1) and (2) (10)

constraints of required tuning buffers (5)–(7) (11)

range constraints (3) (12)

\( r_i \leq 0 \) and \( r_i + \tau_i \geq 0 \) (13)

where \( m_k \) represents the \( k \)th sample of the circuit. \( \mathcal{M} \) is the set of all samples in the simulation and its cardinality \(|\mathcal{M}|\) is the number of samples in the simulation. In the formulation above, the lower bounds of \( r_i \) are variables and determined by the solver. The constraint (13) requires that 0 is covered by the range window.

After the optimization problem (8)–(13) is solved for the \( k \)th sample, we denote the tuning number of the whole circuit in the \( k \)th sample \( m_k \) by \( n_k \).

2) Buffer pruning

Since the optimization problem above tries to reduce the number of required buffers as much as possible, many buffers are not adjusted or adjusted only for a few times even with the floating lower bounds. Fig. 4 shows such an example, where nodes represent buffers and edges represent combinational connections between flip-flops. The numbers represent how many times in the \(|\mathcal{M}|\) simulation samples the corresponding buffer is used. We remove the nodes whose tuning numbers are no larger than one and are not connected to other critical nodes. The latter is defined as the nodes with tuning numbers no smaller than a given number, which is set to 5 as the number of simulation samples is set to 10000 in our experiments. For example, we remove the node with dashed line from the graph in Fig. 4. This removal not only accelerates the following steps due to fewer nodes in the graph, but may also reduce the problem space significantly by partitioning the graph into unconnected sub-graphs.

3) Concentrating tuning values around zero

The optimization problem in (9)–(13) only reduces the number of tunings in each sample. Since the optimization problems for different samples are solved separately, the solver does not guarantee to use the same set of buffers in case more than one feasible solution exists. Consequently, the tuning values of a buffer from all the samples may become scattered into a wide distribution, as illustrated in Fig. 5a, where the x-axis represents the tuning delays of a buffer in all simulation samples, and the y-axis the number of occurrences of discrete delay values. To push the scattered tuning values into a narrower range, we minimize their absolute values in the optimization. In this way, the solver tries to return the buffer values around 0 as much as possible, while maintaining the minimum tuning number \( n_k \) of buffers in the \( k \)th simulation sample \( m_k \) obtained by solving the problem (8)–(13). The latter constraint guarantees that the number of tuning is still optimal for each sample.

For each sample \( m_k \in \mathcal{M} \),

\[
\text{Minimize } \sum_{i=1}^{I} |x_i| \quad \quad (15)
\]

s.t. constraints (10)–(13) (16)

\[
c_{\text{sum}} \leq n_k \quad \quad (17)
\]

where the objective function (15) can be transformed into a linear form easily [5].

4) Assigning floating lower bounds

After tuning values are pushed toward 0, we try to cover all the tuning values using a range window of the maximum range \( \tau_i \). As shown in Fig. 5b, the range window slides along the x-axis. Since the y-axis represents the numbers of the corresponding tuning values occurred in all simulation samples, the overall covered buffer tunings by the window is thus the sum of the tuning numbers in the window. For yield improvement, we select the range window that covers the largest number of tuning values. In this way, the lower bound of the tuning range is determined as the leftmost value of the range window.

B. Identify buffers with fixed lower bounds

With the lower bounds of buffers determined, the locations and ranges of buffers should be evaluated again since the fixed lower bounds for all the buffers invalidate previous simulation results. The basic concept of learning from simulation is similar to the steps above.

1) Minimizing buffer tunings with fixed range bounds

After the lower bounds are fixed, the variables \( r_i \) in (3) and (13) become constants. Therefore, we execute the simulation-optimization process (8)–(13) again to capture more realistic tuning values of buffers. In practice, this simulation step can be skipped if the number of tunings outside the determined range windows is very small. In our method, we skip this simulation step if the missing tunings appear in less than 0.1% of all simulation samples.

2) Concentrating buffer tunings toward the average

After running simulation samples with fixed buffer ranges, the tuning values are all confined in given range windows. Their values, however, may be scattered widely because the solver only returns feasible delays without considering the results of previous tuning values. This is the same problem described in Section III-A3. Similarly, we try to centralize the buffer values further toward the average tuning delays \( x_{avg,i} \) of all the samples. The mathematical problem is formulated below. Here we also use the minimum tuning numbers \( n_k \) to guarantee that in this new round of simulation the solver does not increase the number of buffers.

For each sample \( m_k \in \mathcal{M} \),

\[
\text{Minimize } \sum_{i=1}^{I} |x_i - x_{avg,i}| \quad \quad (19)
\]

s.t. constraints (10)–(13) (20)

\[
c_{\text{sum}} \leq n_k \quad \quad (21)
\]

This step is very similar to the problem formulation in (14)–(17). The only difference is that we centralize the delay tunings.
C. Grouping

In the last step of buffer insertion, we group buffers with similar tuning values to reduce the number of buffers inserted into the circuit. Buffers in the same group are implemented by only one physical buffer and the tuning values are shared by all the flip-flops connected to the buffer. The concept of grouping is illustrated in Fig. 6.

In grouping buffers, we first calculate the correlation coefficients of tuning values of individual buffer pairs. If the mutual correlation coefficients between several buffers are all above the threshold $\rho$, their distance is smaller than $d_0$, they are grouped together and implemented with only one physical buffer. In practice, designers can also constrain the total number of buffers in the circuit. If the buffer number after grouping still exceeds the specified number, we remove the buffers with the fewest tunings until the number of buffers meets the specification.

IV. EXPERIMENTAL RESULTS

The proposed method was implemented in C++ and tested using a 3.20 GHz CPU with one thread. We demonstrate the results with circuits from the ISCAS89 benchmark set and from the TAU 2013 variation-aware timing analysis contest. To these circuits we also added clock skews so that they have more critical paths. Information about these circuits is shown in Table I, where $n_i$ is the number of flip-flops and $n_j$ the number of logic gates. We assumed that the maximum allowed buffer ranges were $1/8$ of the original clock period [4]. All tuning delays are assumed discrete with 20 steps. The logic gates in the circuits were mapped to a library from an industry partner. The standard deviations of delays buffers to achieve the given clock period. Challenges are a balance between testing cost and yield improvement in complex scenarios such as clock binnings.

### Table I: Results of Buffer Number and Yield Improvement

<table>
<thead>
<tr>
<th>Circuit</th>
<th>$n_i$</th>
<th>$n_j$</th>
<th>$N_b$</th>
<th>$A_b$</th>
<th>$Y_{\mu}$</th>
<th>$Y_{\sigma}$</th>
<th>$T_{\mu}$</th>
<th>$T_{\sigma}$</th>
<th>$\mu_{\text{adj.}}$</th>
<th>$\sigma_{\text{adj.}}$</th>
<th>$f$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>bridge32</td>
<td>657</td>
<td>501</td>
<td>3001</td>
<td>1085</td>
<td>10.19</td>
<td>12.08</td>
<td>12.10</td>
<td>12.09</td>
<td>10.19</td>
<td>12.08</td>
<td>10.19</td>
</tr>
<tr>
<td>bridge33</td>
<td>657</td>
<td>501</td>
<td>3001</td>
<td>1085</td>
<td>10.19</td>
<td>12.08</td>
<td>12.10</td>
<td>12.09</td>
<td>10.19</td>
<td>12.08</td>
<td>10.19</td>
</tr>
<tr>
<td>bridge34</td>
<td>657</td>
<td>501</td>
<td>3001</td>
<td>1085</td>
<td>10.19</td>
<td>12.08</td>
<td>12.10</td>
<td>12.09</td>
<td>10.19</td>
<td>12.08</td>
<td>10.19</td>
</tr>
</tbody>
</table>
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