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Abstract—Instruction set simulators (ISS) are indispensable tools for the development of new architectures and embedded software. One essential part of any ISS is its instruction decoder. Since manual implementation of an instruction decoder for a complex instruction set is tedious and error-prone, automatic generation of an instruction decoder is required. However, as a result of the increasing irregularity of instruction encoding because of the incremental addition of instructions, generating efficient instruction decoders is complicated. In this paper, we propose a generation algorithm of a decision tree for decoding irregular instructions. Our algorithm can generate decision trees by using not only significant bits of opcode patterns but also exclusion conditions in decoding entries. Our results on several instruction sets show that the generated trees are shallower than the trees generated by the current state-of-the-art algorithms. Moreover, the memory efficiency of the generated trees is comparable to binary trees regardless of whether the target instruction set is irregular or not.

The remainder of this paper is organized as follows. Section II discusses related work. Preliminaries are described in Section III, and Section IV introduces our decoder generation algorithm. The experimental results are shown in Section V. Finally, our conclusion is in Section VI.

I. INTRODUCTION

An instruction set simulator (ISS) is a tool that mimics the target architecture on a host machine and is used to develop new architectures and embedded software. One essential part of any ISS is its instruction decoder. Since manually writing an instruction decoder is a tedious and error-prone task, the automated generation of efficient instruction decoders is necessary. However, the increasing complexity of instruction encoding complicates generating efficient ones. Because of the requirement for upward binary compatibility while extending an instruction set, more opcodes and operands must be densely encoded within the restricted size of the instruction words. As a result, the instruction set becomes irregular. In an irregular instruction set, some instructions are encoded using specific values or value exclusion of bit fields; otherwise the fields are dedicated to parameters. For example, most ARM [1] instructions use the upper four bits of the instruction word as a condition parameter, and when their values all equal one, the other instructions are encoded irregularly.

Generally, ISS instruction decoders use a decision tree to decode the instruction words. Conventional decoder generators take the encoding entries of an instruction set as input and generate a decision tree. The generator splits the decoding entries and recursively computes a decision tree until a leaf node is reached at which the decoding entry can be unambiguously classified. Decision tree generation algorithms are classified into two groups by how they split decoding entries. The first group uses the significant bits of the opcode patterns to split the decoding entries. The second uses a cost model to compute the optimal split. The former algorithms can generate efficient trees in terms of depth and memory consumption, but they cannot generate them for irregular instruction sets. On the other hand, the latter can generate decision trees for irregular instruction sets, but the generated trees are not efficient in terms of memory consumption. In this paper, we propose a generation algorithm that creates efficient decision trees in terms of both depth and memory consumption for irregular instruction sets. Our algorithm splits the decoding entries using not only the significant bits of opcode patterns but also the exclusion conditions of the instructions. Our results on several instruction sets show that the generated trees are shallower than the trees generated by the current state-of-the-art algorithms. Moreover, the memory efficiency of the generated trees is comparable to binary trees regardless of whether the target instruction set is irregular or not.

II. RELATED WORK

Processor description languages nML [2], ISDL [3], LISA [4], EXPRESSION [5], ASIP Meister [6], and HARMLESS [7] can generate ISS. However, these literatures don’t refer to the details of decoder generation. We believe that our generation algorithm will be incorporated into generation frameworks with these or similar languages.

The generation of instruction decoders has also been described [8]–[13]. These algorithms can be applied to generate decoders for ISS, disassemblers, and debuggers, etc. In the remainder of this section, we emphasize the difference between our approach and these approaches.

Many simple binary decoder generation algorithms have been described [8], [11], [14]. The generated decoders sequentially match the input bit string with all possible instruction opcode patterns. The complexity of the decoder is in $O(n)$, which is acceptable for disassemblers or debuggers, but not for ISS that decodes instructions at runtime. On the other hand, our proposed algorithm generates a decision tree with which a decoder can efficiently decode instructions.

Other algorithms generate decision trees for instruction decoding [9], [10], [12], [13]. Both [9], on which our research is based, and [12] use significant bits of opcode patterns to split decoding entries and can generate efficient decision trees in terms of depth and memory consumption. However, the algorithm cannot generate decision trees for irregular instruction sets. Our work extends a previous algorithm [9] and makes it possible to generate decision trees for irregular instruction sets. Our algorithm generates the same decision tree as the one generated by [9] when the target instruction set is not irregular. Our algorithm can also take irregular instruction sets and generate decision trees that are as efficient as the generated trees of irregular instruction sets.

Other algorithms, [10] and [13], use cost models to split the decoding entries into subsets. Since identical entries are
A. Decoding Entries

A bit pattern is defined as \( p = \{0, 1, \neg\}^n \), where \( \neg \) stands for a don’t-care value and \( n \) is the length of the bit pattern. Bit string \( s = B^n \) \((B = \{0, 1\})\) matches pattern \( p \) if and only if \( \forall i \in \{0, 1, \ldots, n - 1\} : s[i] = p[i] \lor p[i] = \neg \). In this paper, we write \( s \in p \) if \( s \) matches \( p \). For example, bit string 0010 matches pattern 001-, and we describe it as 0010 \( \in \) 001-.

Each instruction encoded in the standard way is represented by a decoding entry in the form of pair \((p_o, l)\), where bit pattern \( p_o \) is an opcode pattern and \( l \) is a label for this decoding entry. \( D \) is defined as a set of all decoding entries. For example, the members of decoding entry set \( D \) for the instruction set shown in Table I are \((00-\ldots, A)\), \((01-\ldots, B)\), \((10-\ldots,00, C)\) and \((10-\ldots,01, D)\). The instruction decoder’s task is to map bit string \( s \) to decoding entry \((p_o, l)\) so that \( s \in p_o \).

B. Decoding Entries for Irregular Instruction-set

To add new instructions to an existing instruction set or to encode many instructions in short instruction words, processor designers reuse opcode patterns. More specifically, when parameter field \( f \) of instruction \( I \) does not take specific bit string \( s \), new instructions \( J_1, J_2, \ldots \), whose field \( f \) has constant bit string \( s \), are added using the same opcode pattern as for instruction \( I \). For example, an irregular instruction set that has extended instructions based on the instruction set in Table I is presented in Table II. Table II’s exclusion condition column means that if one of the exclusion conditions is satisfied by an instruction word, that instruction word is not an instance of the entry’s instruction. The instruction set in Table II includes instructions E, F, and G. Instructions E and F were added using specific bit strings 01 and 10 (Bit 0-1) that field-c of instruction A does not take when field-a equals 00. Similarly, instruction G is added using bit string 11 (Bit 4-5) that field-a of instructions A and B does not take.

An instruction set is irregular when Equation I is satisfied:

\[
\exists (p_d, l_d) \in D, \quad (p_e, l_e) \in D \quad (l_d \neq l_e) \quad \text{match}(p_d, p_e) \quad (1)
\]

Equation I means that there is more than one decoding entry whose opcode pattern is matched by bit string \( b \in B \). For example, in the instruction set presented in Table II, bit string 01110000 matches the opcode patterns of instructions B and G.

We extend a decoding entry to triplet \((p_o, l, C_e)\) so that each entry consists not only of pattern \( p_o \) and label \( l \) but also exclusion condition set \( C_e \). If bit string \( s \) satisfies one of the exclusion conditions, even if the bit string matches the opcode pattern, the bit string does not match the decoding entry. An element of the exclusion condition set \( p_m, P_u \), where \( p_m \) is a matching pattern and \( P_u \) is a set of unmatched patterns. As an example, the exclusion condition set of instruction A in Table II is \{"00-\ldots, \{00-\ldots,00,00-\ldots,01\},0-11-\ldots,0\}\). In this exclusion condition set, matching condition \( a=00 \) is represented by matching pattern --00-\ldots, and other conditions are represented in similar ways. Note that one or more matching conditions is represented by a single matching pattern. For example, matching conditions \( a=11 \land c=00 \) would be represented by matching pattern --11-\ldots,0.

The satisfaction of the exclusion conditions of a decoding entry is checked by:

\[
\bigvee_{(p_m, P_u) \in C_e} (s \in p_m \land \bigwedge_{p_u \in P_u} s \notin p_u) \quad (2)
\]

For example, bit string 00000001 matches both the A and E patterns, but it satisfies one of the exclusion conditions of instruction A: 00000001 \( \notin \) --00-\ldots \land 00000001 \( \notin \) --11-\ldots,11; bit string 00000001 is not an instance of instruction A but of instruction E.

C. Decision Trees

Instruction decoders are implemented as search procedures that find matching entries. The search procedure can be represented by a decision tree. The problem of decoder construction is equivalent to the construction of a decision tree.

We define decision tree \((V, E)\), where \( V \) is the set of nodes and \( E \) is the set of edges. \( V \) is defined as \( V = N \cup L \), where \( N \) and \( L \) are

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Instruction} & 0 & 1 & 0 & 1 \\
\hline
A & 0 & 0 & a & b \\
B & 0 & 1 & a & b \\
C & 0 & 0 & 0 & 0 \\
D & 1 & 0 & a & b \\
\hline
\end{array}
\]
is the inner node and \( L \) is the leaf. An inner node is labeled with decision function \( f_o : B^n \rightarrow V \), and a leaf is labeled with decoding entry \( d \in D \).

The instruction decoder takes a bit string as input and applies the decision function of the root to get the next node to visit. When the next node to visit is a leaf, the decoder outputs the leaf’s label, which is a decoding entry. When the node to visit is not a leaf, the decoder repeatedly applies the decision function until it reaches a leaf.

As an example of a decision tree, the decision tree for the instruction set in Table I is shown in Figure 1. Decoding entries A, B, C, and D are represented as labels of the leaves. The decision function’s value of each node is determined by the labels of the edges connected to its children. If a bit string matches one of the labels of the edges, the decision function’s value becomes the node to which the edge is connected. For example, when a decoder takes bit string 10000000 as input, it applies the root’s decision function to get the next node to visit. Because 10000000 \( \in 10---0 \), the next node to visit becomes the label of the third child node from the left. Subsequently, the decoder applies the decision function of the child node. Because 10000000 \( \in \cdots 0 \), the next node to visit becomes the leaf labeled with C and the decoded instruction is reached.

Since the decision functions of each node can be implemented as lookup tables, the complexity of the decision functions is \( O(1) \). As a result, the decoder’s efficiency depends on the decision tree’s depth, which should be as shallow as possible to require the smallest number of tests.

IV. METHODOLOGY

In this section, we show our generation algorithm for irregular instruction sets and how to deal with irregular encodings. First, to introduce a generation problem for irregular instruction sets, we show the base algorithm and extend it to solve the problem.

A. Base Algorithm

The base algorithm, which closely resembles a previously introduced algorithm [9], consists of mutually recursive procedures MakeTree and MakeNode, as shown in Algorithm 1.

Procedure MakeTree takes decoding entry set \( D \) described in Section III-A as input and outputs a constructed decision tree. If input set \( D \) contains only one entry, procedure MakeTree creates a leaf labeled with the entry and returns it. When \( D \) contains more than one entry, procedure MakeTree makes an inner node by a mutually recursive procedure MakeNode.

Procedure MakeNode, which is defined in lines 8–18, is composed of two separate parts; the first creates the patterns to split the decoding entries and the second recursively builds subtrees.

Algorithm 1 Base algorithm

\begin{algorithm}
\begin{algorithmic}[1]
\State procedure MakeTree(D)
\If {\(|D| = 1\)}
\State return CreateLeaf(D)
\Elses
\State (result, node) \leftarrow MakeNode(D)
\If {result \neq FAILED}
\State return node
\Elses
\State procedure MakeNode(D)
\State \( P \leftarrow \) MakePatterns(D)
\If {\( P \neq \emptyset \)}
\State return \( \text{FAILED, nil} \)
\EndIf
\State node \leftarrow CreateNode()
\ForAll {p \in P}
\State \( D_m \leftarrow \) MakeMatchingEntries\( (D, p) \)
\If {\( D_m \neq \emptyset \)}
\State child \leftarrow MakeTree\( (D_m) \)
\State node. AddChild\( (p, \text{child}) \)
\EndIf
\EndFor
\State return \( \text{OK, node} \)
\EndIf
\EndIf
\end{algorithmic}
\end{algorithm}

Procedure MakePatterns in line 9 makes pattern set \( P \), which is defined as follows:

\[ P = \{ p \mid p \notin \{-\}^n, p[i] \in \begin{cases} \{0, 1\} & \text{significant}_D(i) \\ \{-\} & \text{otherwise} \end{cases} \} \] (3)

where the Boolean value of \( \text{significant}_D(i) \) is given by:

\[ \forall (p_o, l) \in D : p_o[i] \neq - \land (\exists (p_o, l) \in D : p_o[i] = 0) \land (\exists (p_o, l) \in D : p_o[i] = 1) \] (4)

If function \( \text{significant}_D(i) \) is true, the \( i \)-th bit can be used to split the decoding entry set. Set \( P \) has all the possible bit patterns of the significant bits. For example, when \( D = \{ (0100, X), (01-1, Y), (11-0, Z) \} \) is given, the value of function \( \text{significant}_D \) is true when \( i = 0 \) or \( i = 3 \). Therefore set \( P \) consists of all possible bit patterns \( 0-0, 0-1, 1-0 \) and \( 1-1 \). Note that when no bit satisfies Equation 4, set \( P \) becomes empty. In such cases, procedure MakeNode returns failed status (lines 10–11).

After the creation of bit patterns \( P \), procedure MakeNode creates a node to which it adds children by recursively applying procedure MakeTree. MakeMatchingEntries in line 14 takes the decoding entry set and the bit pattern as input and makes subset \( D_m = \{ (p_o, l) \in D \mid \text{match}(p_o, p) \} \), where function \text{match} is defined as follows:

\[ \text{match}(p_o, p_y) = \forall i \in \{0, 1, \ldots , n - 1\} : p_o[i] = p_y[i] \lor p_x[i] = - \lor p_y[i] = - \] (5)

The tree generated by Algorithm 1 from the instruction set in Table I is presented in Figure 1.

When Algorithm 1 is applied to an irregular instruction set, there is a case where no significant bit is found. As a result, the tree generation algorithm cannot continue correctly. For example, consider tree generation for the instruction set in Table II. The tree generation’s first application to all of the decoding entries splits the set into subsets \{ A, B, E, F, G \} and \{ C, D \}. When applying tree generation to subset \{ A, B, E, F, G \}, no significant bit is found. Since pattern set \( P \) becomes empty, the algorithm cannot continue.
Algorithm 2 Tree generation algorithm

1: procedure MakeTree′(D)
2:     if |D| = 1 then
3:         return CreateLeaf(D)
4:     else
5:         (result, node) ← MakeNode′(D)
6:         if result ≠ FAILED then
7:             return node
8:     end
9:     return MakeConditionNode(D)
10: procedure MakeConditionNode(D)
11:     pm ← SelectPattern(D)
12:     Dm ← MakeMatchingEntries′(D, pm)
13:     Do ← MakeOtherEntries(D, pm)
14:     tm ← MakeTree′(Dm)
15:     to ← MakeTree′(Do)
16:     return CreateConditionNode(pm, tm, to)

B. Extended Algorithm

We extend Algorithm 1 to split the entries into Dm and Do, using exclusion conditions so that the significant bits are available in Dm and Do again. We also introduce a condition node labeled with a decision function that selects the next node depending on whether the condition is satisfied or not.

The extended generation algorithm is presented in Algorithm 2. Procedure MakeTree′ takes decoding entry set D described in Section III-B as input and outputs the decision tree. The main difference between Algorithm 1 and Algorithm 2 is that Algorithm 2 has an extended part in lines 8–9 to handle the cases where Algorithm 1 fails to make a node.

Procedure MakeNode′ is the same as procedure MakeNode in Algorithm 1, except that it uses procedure MakeMatchingEntries′ instead of procedure MakeMatchingEntries. Procedure MakeMatchingEntries′ selects entries depending not only on the opcode patterns but also the exclusion conditions. The details of MakeMatchingEntries′ are described below in Section IV-D.

The pseudocode in lines 10–16 defines procedure MakeConditionNode that makes a condition node. In line 11, procedure MakeConditionNode selects one matching pattern in the exclusion condition set by procedure SelectPattern, which will be described below. Procedure MakeMatchingEntries′ in line 12 makes a set of entries that matches selected pattern pm. Procedure MakeOtherEntries makes a set of entries that matches the patterns other than the selected pattern. The pseudocode in lines 14–16 recursively applies procedure MakeTree′ to create subtrees and returns a node whose children are the subtrees.

A decision tree generated by Algorithm 2 is shown in Figure 2. Its shaded nodes are condition nodes. A decision function’s value of a condition node is determined by whether an input bit string matches the left edge’s label which is a matching pattern selected in line 11. If the bit string matches the label, the next node to visit is the left child; otherwise the next node to visit is the child on the right. The decision functions can be implemented as lookup tables indexed by the Boolean result of the pattern matching. Hence the complexity of the decision function is O(1).

The rest of this section describes the details of procedures SelectPattern, MakeMatchingEntries′, and MakeOtherEntries.

C. Pattern Selection (SelectPattern)

Algorithm 2 uses a matching pattern in the exclusion conditions to split the decoding entries when no significant bit is found. The absence of significant bits is due to instructions J1, J2,..., which are added using matching pattern pm in the exclusion conditions of base instructions I1, I2,..., The aim of using matching pattern pm in the exclusion conditions is to separate base instructions I1, I2,..., from instructions J1, J2,..., so that the significant bit of the opcode patterns is found again.

Since there is more than one matching pattern in the decoding entries, the problem is the proper selection of matching pattern pm. If an invalid matching pattern is selected, no significant bit is found. Moreover, the invalid matching pattern cannot split the decoding entries effectively. In such cases, identical decoding entries exist in the matching entry set Dm and the other entry set Do. As a result, |Dm| + |Do| becomes larger than when a matching pattern is properly selected. In other words, the properly selected matching pattern splits the decoding entries into Dm and Do that minimize |Dm| + |Do|. Procedure SelectPattern selects the pattern that can minimize |Dm| + |Do|, after once applying procedures MakeMatchingEntries′ and MakeOtherEntries to all the possible matching patterns.

D. Creation of Matching Entries (MakeMatchingEntries′)

Procedure MakeMatchingEntries′ takes decoding entry set D and pattern p as input and outputs a newly created set that contains the entries that match the input pattern. Note that not every entry in the newly created set is the same entry in the input entries because the exclusion conditions were modified. The exclusion conditions that are invalidated by the input pattern are removed from the exclusion condition sets of output entries. In addition, when the matching pattern in an exclusion condition are invalidated, the unmatching patterns in the condition are expanded to their opcode pattern.

Procedure MakeMatchingEntries′ makes the output entries in the following four steps.

Step 1: Procedure MakeMatchingEntries′ selects all the entries (pm, I, Cm) ∈ D that satisfy match(pm, p) in Equation 5 and that do not satisfy the exclusion conditions shown below:

\[
\exists (p_m, p_u) \in C_c : \text{contain}(p, p_m) \land \bigwedge_{p_u \in P_u} \neg \text{match}(p, p_u) \tag{6}
\]
where function $\text{contain}(p_x, p_y)$ is defined as follows:

$$\text{contain}(p_x, p_y) = \forall i \in \{0, 1, \ldots, n-1\} : p_x[i] = p_y[i] \lor p_y[i] = -$  \quad (7)$$

The Boolean value of function $\text{contain}$ is true when bit pattern $p_x$ contains all fixed bits of pattern $p_y$ as part of it. Hence, Equation 6 is satisfied when the input pattern contains the matching pattern and does not match all of the unmatching patterns.

**Step 2:** Procedure $\text{MakeMatchingEntries}'$ updates each exclusion condition set $C_e$ in the output entries selected in Step 1 with $C_e'$ as follows:

$$C_e' \leftarrow \{(p_m, P_u) \in C_e | \text{match}(p, p_m) \land \forall p_u \in P_u \neg \text{contain}(p, p_u)\}$$

(8)

In addition, procedure $\text{MakeMatchingEntries}'$ updates unmatching pattern $P_u$ of $(p_m, P_u) \in C_e'$ with $P_u'$ as follows:

$$P_u' \leftarrow \{p_u \in P_u | \text{match}(p, p_u)\}$$

(9)

**Step 3:** All of the bits in the patterns of the exclusion condition fixed by input pattern $p$ become useless and must be invalidated. Procedure $\text{MakeMatchingEntries}'$ updates each bit $p_c[i]$ of all the matching and unmatching patterns in the output decoding entries with $p_c'[i]$ as follows:

$$p_c'[i] \leftarrow \begin{cases} p_c[i] & (p[i] = -) \\ \neg & (\text{otherwise}) \end{cases}$$

(10)

**Step 4:** As a result of Step 3, there is a case where all the bits of the matching pattern become $-$: when the matching condition has been satisfied and the unmatching conditions have not been satisfied yet. In this step, procedure $\text{MakeMatchingEntries}'$ selects the matching conditions given by $\{(p_m, P_u) \in C_e' | p_m = \{-\}^n\}$ for all the decoding entries, and expands each unmatching pattern $p_u \in P_u$ to their opcode pattern. Each bit in the opcode pattern $p_u$ in the expanded entry has value $p_u'[i]$ as follows:

$$p_u'[i] \leftarrow \begin{cases} p_u[i] & (p_u[i] = -) \\ p_u[i] & (\text{otherwise}) \end{cases}$$

(11)

Note that a new decoding entry is created and added to the output set for each expansion. The new decoding entry inherits the exclusion conditions except for the one that includes the unmatching pattern expanded to the opcode pattern.

**E. Creation of Other Entries (MakeOtherEntries)**

Procedure $\text{MakeOtherEntries}$ takes decoding entry set $D$ and pattern $p$ as input and outputs a decoding entry set that matches the patterns other than input pattern $p$. Output entries are made in the following two steps.

**Step 1:** Procedure $\text{MakeOtherEntries}$ selects entries $D_o$ given by:

$$D_o = \{(p_o, l, C_o) \in D | \neg \text{contain}(p_o, p)\}$$

(12)

**Step 2:** Procedure $\text{MakeOtherEntries}$ updates each exclusion condition set $C_e$ of $(p_o, l, C_e) \in D_o$ with $C_e'$ as follows:

$$C_e' \leftarrow \{(p_m, P_u) \in C_e | \neg \text{contain}(p_m, p)\}$$

(13)

This is equivalent to removing the exclusion condition that is determined to be unsatisfied. In addition, procedure $\text{MakeOtherEntries}$ updates each unmatching pattern set $P_u$ of $(p_m, P_u) \in C_e'$ in the decoding entries with $P_u'$ as follows:

$$P_u' \leftarrow \{p_u \in P_u | \neg \text{contain}(p_u, p)\}$$

(14)

**V. EXPERIMENTAL RESULTS**

To evaluate the decision trees generated by our algorithm, we implemented the tree generation algorithm and applied it for several instruction sets: ARMv7, MIPS64, Thumb-2, RH850, and TriCore. ARMv7, Thumb-2, and RH850 are irregular instruction sets, and MIPS64 and TriCore are not irregular instruction sets. We selected ARM and MIPS because the results of the state-of-the-art PART [13] and EFF [13] for these instruction set are available. We used the exclusion conditions specified in vendor’s user manuals for the decoding entries. We also added $\text{cond} \neq 1111$ to the exclusion conditions of all of the ARMv7’s decoding entries whose instructions have a field named $\text{cond}$.

We programmed the generator in Python and ran it on a Core-i7 2.8 GHz, Linux-based workstation with 16-GB main memory. The time for tree generation was negligible for all tests inputs. The worst case is for the Thumb-2 instructions, which took 0.9 seconds.

All of the generated decision trees were implemented as nested switch case statements written in C. A switch case statement compiled with jump table optimization is one form of lookup table. The decoders that consists of the nested switch case statements were tested until C1 code coverage was achieved to check the correctness of the generated trees.

The following experimental results show that our algorithm generated shallow and small footprint trees.

**A. Tree Depth**

The generation results with our work and the quoted results of EFF and PART are presented in Table III. The result of EFF_OCC [13] is not quoted, because it was trained for specific benchmarks. The EFF and PART results are available in ARMv7 and MIPS 4k, MIPS64, for which our algorithm was applied, contains all of the MIPS 4k instructions.

The depth is the number of edges from a root to leaves and an index of the decoding efficiency. The average, minimum, and maximum depths of the trees generated by our algorithm are equal or shallower than the trees generated by EFF for ARM and MIPS. This result reflects that our algorithm uses non-adjacent bits to split the decoding entries, but EFF uses only adjacent bits to split them.

The average, minimum, and maximum depths of the trees generated by our algorithm are also equal or shallower than the trees generated by PART. PART preprocesses the input decoding entries and converts them to satisfying paths. That increases the size of the input to the generator. As a result, the generated tree becomes deeper than the tree generated by our algorithm that does not need the preprocessing.

The tree’s depth depends on its instruction set. The average depth of the tree for MIPS64, which is the shallowest, is 2.21.

In contrast, the tree for Thumb-2 is 6.88, which is the deepest among the trees generated by our algorithm. The depths of the trees generated by EFF and PART have different tendencies. EFF produced the shallower tree than PART for MIPS. On the other hand, PART produced the shallower tree than EFF for ARM. Our algorithm generated the shallower trees than both PART and EFF for both MIPS and ARM. Hence, our algorithm is suitable for a wide range of instruction sets.
### Table III: Generation Results

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Instruction-set</th>
<th>Instructions (#)</th>
<th>Average Depth</th>
<th>Min. Depth</th>
<th>Max. Depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Algorithm</td>
<td>ARM</td>
<td>442</td>
<td>6.15</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>EFP [13]</td>
<td>ARM</td>
<td>442</td>
<td>7.89</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>PART [13]</td>
<td>ARM</td>
<td>442</td>
<td>7.07</td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td>Proposed Algorithm</td>
<td>MIPS64</td>
<td>265</td>
<td>2.21</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>EFP [13]</td>
<td>MIPS 4k</td>
<td>163</td>
<td>3.66</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>PART [13]</td>
<td>MIPS 4k</td>
<td>163</td>
<td>7.84</td>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td>Proposed Algorithm</td>
<td>Thumb-2</td>
<td>504</td>
<td>6.88</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>Proposed Algorithm</td>
<td>RH850</td>
<td>237</td>
<td>5.41</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Proposed Algorithm</td>
<td>TriCore</td>
<td>827</td>
<td>2.39</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

### Table IV: Comparison of Pattern Selections (ARMv7)

<table>
<thead>
<tr>
<th>Pattern Selection Method</th>
<th>Average</th>
<th>Min. Depth</th>
<th>Max. Depth</th>
<th>Memory Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Algorithm ARMv7</td>
<td>0.2</td>
<td>0.36</td>
<td>0.45</td>
<td>0.38</td>
</tr>
<tr>
<td>Proposed Algorithm Thumb-2</td>
<td>0.38</td>
<td>0.45</td>
<td>0.51</td>
<td>0.36</td>
</tr>
<tr>
<td>Proposed Algorithm RH850</td>
<td>0.36</td>
<td>0.38</td>
<td>0.45</td>
<td>0.51</td>
</tr>
<tr>
<td>Proposed Algorithm MIPS64</td>
<td>0.45</td>
<td>0.51</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td>Proposed Algorithm TriCore</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
</tr>
</tbody>
</table>

### B. Memory Efficiency

Memory efficiency is critical for decision trees because the larger a lookup table is, the higher the cache miss ratio is. Cache misses slow down instruction decoding.

We define memory efficiency $m$ as follows:

$$m = \frac{|D|}{\sum_{n\in N} s(n)}$$

where $D$ is a set of decoding entries, $N$ is a set of inner nodes, and $s(n)$ is the number of slots in the lookup table that implements the decision function of node $n$. The lookup table of a node includes not only child slots but also empty slots. The value of $s(n)$ is always 2 if $n$ is a condition node. The memory efficiencies of the generated decision trees are shown in Figure 3. The memory efficiencies, which range from 0.36 (Tricore) to 0.57 (MIPS64), are comparable to the memory efficiency of a binary tree regardless of whether the encoding is irregular or not. Note that efficiency of a binary tree is given by $1/|D| - 12/|D| - 1$.

### C. Impact of Pattern Selection

To evaluate the effectiveness of the pattern selection method described in Section IV-C, we compared the proposed method and a random selection method that randomly selects a matching pattern from the exclusion conditions. We generated decision trees for ARMv7 by Algorithm 2 with our proposed and random selection methods. Because the results of the random selection method are different every time, we generated trees ten times with it. Table IV shows the experiment results. Our proposed method generated the best tree in terms of tree depth and memory efficiency. The worst average value of tree depth was 9.42 for the tree generated by random #8, which is 53% deeper than the tree generated by the proposed method. The worst value of memory efficiency was 0.08 for the tree generated with random #4 that consumes roughly six times as much memory as the tree generated with the proposed method.

Our experiment shows that the selection of patterns for the creation of condition nodes significantly affected the quality of the generated trees and the selection method described in Section IV-C can generate high quality trees.