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Abstract—Emerging Resistive Memory (ReRAM) technology is a promising candidate as the replacement to DRAM due to its low leakage power consumption, good scalability, and high density. By employing crossbar structures, the density of ReRAM can be further improved for capacity benefits. However, such structure also causes an IR drop issue due to wire resistance and sneak currents, which lead to an access latency discrepancy in ReRAM memory banks. Existing designs conservatively utilize the worst-case latency of ReRAM arrays, and thus fail to explore the potential of the fast access speed of ReRAM, resulting in suboptimal performance.

In this work, we present an asymmetric ReRAM memory design, which separates a crossbar array into multiple logical regions according to their access latency, and further groups logical regions across different crossbars into virtual regions. Based on the observation of access hotspots inside memory banks, we design a table structure to remap memory requests to different virtual regions with non-uniform access latency, so as to match these access hotspots with the underlying asymmetric bank design. We then introduce both static mapping and dynamic mapping schemes to prioritize memory requests from critical applications to the fast regions for better performance.

Experimental results show that our design can improve the 4-core system performance by 13.5% and reduce the memory latency by 21.6% on average for a ReRAM-based memory system across memory intensive applications.

I. INTRODUCTION

As technology scales, DRAM faces great challenges, requiring frequent refreshing operations for high-leakage cells, having longer write recovery time, and being difficulty to build high-density arrays [1]. Consequently, emerging non-volatile memory (NVM) technologies are explored in possible alternatives to DRAM, because of their promising characteristics, including high density, near-zero power leakage, good scalability, and non-volatility [2][3]. Among these NVM candidates, ReRAM stands out with higher density, better scalability, longer endurance, and relatively lower write energy [4][5][6][7].

Thanks to their nonlinearity feature, ReRAM cells can be constructed into a crossbar structure without access transistors to achieve very high density. In addition, multiple layers of crossbars can be stacked together via 3D integration technologies for even higher density. The recent industrial prototypes from SanDisk [8] and Micron [9] have demonstrated the possibility of incorporating ReRAM into current computer systems as main memory or massive storages. Intel and Micron have also announced a novel 3D XPoint non-volatile memory product that is built with a new non-volatile memory technology in 3D crossbars [10].

Although the crossbar structure enables high-density ReRAM arrays, it also entails non-trivial complexities and challenges when designing read/write mechanisms that are energy-efficient and reliable. The magnitude of IR drops along metal wires increases dramatically as the size of arrays becomes larger, and may eventually lead to unreliable write operations and write failures. Besides, it is exacerbated by the widely adopted half-biased write scheme, resulting from escalating currents flowing over crossbars by applying a biased half voltage on the unsellected cells. As technology scales, this IR drop issue will be further aggravated due to increased wire resistance, and may finally limit the size of crossbar arrays, imposing constraints on ReRAM density. Furthermore, this IR drop issue accounts for a great access latency discrepancy among memory rows inside a crossbar, because the switching time of a ReRAM cell is exponentially inverse to the write voltage applied to the cell. Previous designs with conservative worst-case latency access of a ReRAM array can result in pessimistic performance of using ReRAM.

To address the challenges caused by IR drops, we propose a novel asymmetric ReRAM memory bank organization. Leader, to LEverage the Access latency Discrepancy of ReRAM arrays. By identifying disparate write latencies among different rows inside a crossbar ReRAM array, we group contiguous rows together as a logical region with regard to their access latency. As a result, A memory bank is divided into a series of logical regions, each of which can be accessed with different write latencies. We then propose a virtual region-grouping scheme to provide the flexibility of remapping memory requests to different regions according to various performance requirements. By adopting our proposed static and dynamic mapping schemes, the asymmetric ReRAM design has demonstrated a substantial memory latency reduction and performance improvement across a wide variety of applications via experiments.

We make the contributions in this work as follows:

- We study the IR drop effect via a detailed circuit-level model to demonstrate the access latency discrepancy.
- We analyze the hotspots upon row accesses inside memory banks. Based on this observation, we present a virtual region-grouping design providing the flexibility of remapping memory requests.
- We propose two virtual region mapping schemes, static and dynamic mapping to adaptively remap row addresses according to the access pattern of applications for better performance.
- We quantitatively evaluate our proposed design and show a performance improvement of 13.3% for memory intensive applications on average.

To the best of our knowledge, this is the first work to explore the non-uniformity of row access latencies inside a crossbar.
of ReRAM-based memory. We argue that, for the ReRAM based main memory system, the characteristics of discrepancy should be exposed to the memory controller to unleash the potential of performance-improving, which is different from the conventional DRAM-based memory system design.

II. PRELIMINARY

A ReRAM cell consists of three layers. A metal-oxide resistive switch is sandwiched between a top metal electrode and a bottom metal electrode. The conceptual ReRAM cell structure is shown in Fig. 1(a). There are various metal oxide materials that have the feasibility to build the resistive switch layer, such as TiOx [11]. They usually result in cells with different characteristics. The switch layer has various states depending on whether its internal conductive filament is formed or ruptured, leading to the ReRAM cell with various resistances.

A ReRAM cell makes use of its two distinguished resistance states to represent logic values. The high resistance state (HRS) denotes logic “0”, while the low resistance state (LRS) denotes logic “1”. To change the resistance of a ReRAM cell, a voltage with particular magnitude and polarity is applied to the cell, which is referred as either SET or RESET operation. The voltage swing $V_{\text{RESET}}$ at the same time. As shown in Fig. 1b, the cells that are applied with full voltage are referred as fully-selected cells, while the other cells along the selected wordline or bitline(s) are referred as half-selected cells. Since there is no access transistor to isolate ReRAM cells in crossbars any more, the half-selected cells also experience full voltage, which results in current flowing through half-selected cells. These currents are usually referred as sneak currents. The existence of such sneak currents also aggravates the IR drop issue, since more unselected cells are attached to the bitline when performing writes on far end rows.

Unfortunately, the existence of the IR drop issue leads to various applied voltages on top of ReRAM cells when performing SET/RESET operations. Such various voltage drops may further result in unreliable write operations and performance divergence.

B. RESET Latency Discrepancy

The latency of write operations is composed of the SET latency and the RESET latency. Because the SET operation is usually completed relatively faster, the slower RESET operation becomes the performance bottleneck [5].

One critical characteristic of an ReRAM cell is that its switching time is exponentially inverse to the voltage drop applied on the cell [11]. The RESET latency of a ReRAM cell is calculated by the following equation, $t \times e^{k/t} = C$, where $t$ denotes the switching latency and $V_d$ denotes the voltage drop across the cell. Both $k$ and $C$ are fitting constants from experiments. Since rows at different locations of a crossbar array experience different applied voltages as we mentioned, this characteristic triggers RESET latency variances among rows with different locations inside the same ReRAM array.

To quantitatively characterize the relationship of the row location, the voltage drops, and the RESET latency, we build a detailed HSPICE circuit model to analyze crossbar arrays under the 14nm technology. In this work, we choose the single-bit programming scheme rather than the multiple-bits programming scheme, since the multiple-bits programming scheme is more susceptible to the IR drops issue and has limited scalability on large-size crossbars [5]. The key parameters are illustrated in Table I, which is derived from the previous work [5] and ITRS [12]. The RESET latency of a row is measured as the latency of the worst-case cell that is furthest from the row decoder. Fig. 3 shows the relationship of voltage driver is referred as the far end row. As shown in Fig. 2, to RESET a cell in a far end row, it requires currents to flow through a longer bitline than to RESET a cell in a near end row. Therefore, this difference on the bitline length results in a variance of the IR drops among different rows when performing RESET operations.

The sneak current is a result of the half-biased write scheme that is originally designed to suppress the sneak path issue of crossbar structures [4]. In order to SET/RESET a ReRAM cell inside a crossbar, particular voltages are applied to the selected wordline and bitline. To RESET the target ReRAM cell in crossbars, the selected wordline has to be applied with a full voltage swing $V_{\text{RESET}}$ at the same time. As shown in Fig. 1b, the cells that are applied with full voltage are referred as fully-selected cells, while the other cells along the selected wordline or bitline(s) are referred as half-selected cells. Since there is no access transistor to isolate ReRAM cells in crossbars any more, the half-selected cells also experience full voltage, which results in current flowing through half-selected cells. These currents are usually referred as sneak currents. The existence of such sneak currents also aggravates the IR drop issue, since more unselected cells are attached to the bitline when performing writes on far end rows.

Unfortunately, the existence of the IR drop issue leads to various applied voltages on top of ReRAM cells when performing SET/RESET operations. Such various voltage drops may further result in unreliable write operations and performance divergence.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>Mat size: A wordlines × A bitlines M</td>
<td>1024</td>
</tr>
<tr>
<td>$b$</td>
<td>Number of bits to read/write</td>
<td>1</td>
</tr>
<tr>
<td>$I_{\text{on}}$</td>
<td>Cell current of 2 LRS</td>
<td>1.5mA</td>
</tr>
<tr>
<td>$V_{\text{reset}}$</td>
<td>Wire resistance between adjacent cells</td>
<td>20V</td>
</tr>
<tr>
<td>$R_{\text{wire}}$</td>
<td>Nonlinearity of the selector</td>
<td>3000</td>
</tr>
<tr>
<td>$V_{\text{write}}$</td>
<td>Full selected voltage during write</td>
<td>3.4V</td>
</tr>
<tr>
<td>$V_{\text{reset}}$</td>
<td>Read voltage</td>
<td>1.5V</td>
</tr>
</tbody>
</table>
drops and the RESET latency for different row addresses inside a crossbar array. The RESET latency is evaluated with a granularity of 64 rows, and the index of row addresses starts from the row that is nearest to the write driver. It is clear to see that there is a great RESET latency discrepancy between the near end rows and far end rows. The row #1 only has a 15ns RESET latency, while the row #1024 has a 78ns RESET latency.

The farther a row is from the write driver, the larger IR drop that row experiences. Therefore, the switching latency for RESET of the far end rows is much longer than that of the near end rows, thereby resulting in an increasing RESET latency discrepancy inside of ReRAM memory banks. However, in previous designs, the write access latency to a ReRAM memory bank is always conservatively set to be the worst-case latency of the most far end row. Although this setting guarantees the correctness of write operations, it loses opportunities for potential performance improvement.

IV. ASYMMETRIC ReRAM BANK DESIGN

In this section, we first analyze write traffic patterns inside memory banks. We then propose a novel asymmetric ReRAM design, which partitions a ReRAM memory bank into logical regions with different write access latencies, and makes the memory controller aware of the variances on access latencies.

A. Skewed Memory Access Pattern

To understand write traffic distributions of different applications, we study memory access patterns for a wide range of benchmarks from SPEC CPU 2006 [13]. We model a DDRx-compatible 2Gb x8 ReRAM chip with 8 banks in our work. We ran all the benchmarks at various regions of interests for 1 billion instructions, and then analyzed access patterns at the granularity of 64 rows, and the index of row addresses starts from the row that is nearest to the write driver. The detailed experimental configuration is described in Section V. A mat is the basic building block in the memory array design, and each memory mat contains a 1024x1024 crossbar. A ReRAM memory bank is composed of 256 mats in total. We first take a look at the access pattern of requested memory addresses from the memory controller perspective. The case of cactusADM benchmark is taken as an example, and the statistic is shown in Fig. 4. The requested memory addresses are evenly distributed to the address space, and the maximum access counts does not even exceed 25. However, if we inspect the region access frequency in Fig. 5, it is interesting to see that the accesses to each memory region are not evenly distributed. Every 64 rows are evaluated together as a region. Only a small portion of regions account for most of the memory traffic, which results in the access hotspots. In addition, the difference in access frequency for different regions varies at a wide range. Similar results for other benchmarks have also been observed but not included here due to the space limitation.

The existence of access hotspots on a small number of regions inside a mat might be counter-intuitive. It is expected to have uniformly distributed memory accesses to each region, since the requested memory addresses are evenly distributed. However, if we take a closer look at the address-mapping scheme adopted by memory systems, it is not hard to understand the reason behind this access non-uniformity. Basically, the access hotspots result from a sharing of row addresses among these memory requests, since memory systems usually designate the most significant bits of addresses as the row address. Memory systems usually employ hierarchical structures to organize DRAM cells, such as channel, rank, bank, subarray, and mat. Each level of these structures has its own independence to operate without interfering the others, which is referred as the structural parallelism.

To obtain the best parallelism, memory systems adopt a particular mapping scheme to map physical memory addresses onto these memory organizations. It is usually referred as the address-mapping scheme. Here we use ra, rb, ch, and c to represent row, rank, bank, channel and column, respectively. For instance, memory systems prefer to use this ra:rb:ch:c configuration as the optimal address mapping scheme to minimize bank conflicts for an open-page based system [14]. Therefore, a part of the most significant bits of a memory address are designated to address rows inside a bank. Consequently, contiguous physical memory pages that share common significant address bits are mapped to the same row address, thereby leading to the access hotspots inside memory banks.

Moreover, modern operating systems also tend to allocate contiguous page frames to satisfy a memory allocation request from an application, owing to the simplicity of memory allocation managements, such as the buddy-allocation scheme adopted in Linux systems [15]. As a result, accesses to these contiguous page frames from an application are very likely to fall into the same regions of different banks, thus increasing the possibility of raising access hotspots inside memory banks.

B. Partition ReRAM Memory Arrays into Regions

In order to match the access hotspots of memory traffic with the inherent characteristic of various row access latencies on
ReRAM memory arrays, we propose a virtual region scheme to provide the flexibility to remap row addresses inside memory banks. We group multiple contiguous rows together into a logical region. Therefore, a ReRAM memory bank consists of several logical regions. These regions inside a memory bank can have different write latencies.

The virtual region mapping design includes two abstractions, Physical Region (PR) and Virtual Region (VR). A Physical Region (PR) is composed of 1~1024 rows. For discussion simplicity, a region is composed of 64 rows in this work. Therefore, there are multiple PRs inside a mat. The total number of PRs inside a memory bank is calculated as the number of PRs per mat multiplied by the number of mats in a bank. Though it is technically possible to assign different latencies to each PR, we adopt two types of PRs in this work. They are Fast Physical Region (FPR) and Slow Physical Region (SPR). FPRs have the lower write latency of the near end rows, while SPRs have the write latency of far end rows as worst-case. Each PR has a unique Physical Region Number (PRN). The row address used in conventional address mapping schemes now becomes the virtual row address (VRA). A series of virtual row addresses compose a Virtual Region (VR). Each VR also has a unique Virtual Region Number (VRN). A VR has the same number of rows as one PR. A Region Table (RT) is devised to record the mapping from VRNs to PRNs for each bank. The RT has a role similar to Page Table for the virtual memory system of operating systems.

The address translation process from a virtual row address (VRA) to a physical row address (PRA) is illustrated in Fig. 7. A VRA consists of two parts, Virtual Region Number (VRN) and Region Offset (RO). The VRN part is used to index the Region Table to fetch PRN, while the RO part is used to specify which physical row inside the PN. If the acquired PRN belongs to FPR, the corresponding VPR can be accessed with low write latency; if the acquired PRN belongs to SPRs, the corresponding VPR is accessed with the normal access latency.

In order to determine whether a PRN is a FPR or a SPR, the PRN is further broken down into two parts, the Mat Index (MI) and the Region Index (RI). The MI is used to index which row within the PRN is further broken down into two parts, the Physical Region Number (PRN) and the Region Offset (RO). The PRN part is used to fetch PR, while the RO part is used to index the Physical Region inside a memory system of operating systems.

The parameter of $\alpha$ determines the weight of the write score and $\beta$ determines the weight of the read score. Based on the

---

**Algorithm 1: Dynamic-Mapping**

Initialize Physical Region Scores $= \{S_1, \ldots, S_N\}$

Initialize Read Scores $= \{RS_1, \ldots, RS_N\}$

Function Migration(Score)

for $i = 1$ to RegionsNumber do

$S_i = \alpha \times W_S + \beta \times R_S$

end

if $(S_{max} - S_{min}) \geq$ Threshold then

Swap (VRNmax, VRNmin)

Update (RegionTable)

Half (Scores)

end

Function WriteDrain(Scores)

for $r$ in Read/Write Queue do

if $r$ type == WRITE then

$W_{R, RegionNum}++$

else

$RS_{R, RegionNum}++$

end

end

---

*Fig. 6: The address translation process from a VRA to a PRA.*

*Fig. 7: Memory controller design for virtual region mapping*
experimental results, we choose the configuration $\alpha = 0.5$ and $\beta = 0.5$ for the best performance. We set the length of Epoch to be 1 million cycles based on experiment results. Note that we just use a simple example of the address mapping scheme in this work. Our virtual region design is able to work with other mapping and migration schemes, such as previous work [16].

**D. Endurance Issue**

Mapping write intensive requests into fast regions may lead to endurance issues, since ReRAM cells have limited number of switching. However, this could not be a serious problem because of two reasons. First, some prototypes report ReRAM cell has comparatively higher endurance (>10$^{12}$) than that of PCM [17]. As the fabrication technology becomes mature, endurance will not be a big issue. Second, the static mapping and dynamic mapping can be considered as a performance boosting approach to satisfy critical performance requirement demanded by users. It can be turned on to favor performance benefits, while it can also be turned off to work with other wear-leveling techniques that have been devised to cope with the endurance issue of PCM, such as Row shifting [18], Start-gap [19] and Security-refresh [20].

V. EXPERIMENTAL EVALUATION

In this section, we present evaluation results through various experiments under single-core and multi-core architectures.

A. Experimental Methodology

To evaluate our design, we use gem5 [21] simulator as the simulation framework. The detailed configuration of a simulator is illustrated in Table II. We incorporate our NVMain simulator [22] into gem5 to simulate multiple channel ReRAM-based memory system. The ReRAM related memory timing parameters is derived from previous work [6].

We select benchmarks from SPEC CPU2006 [13] with reference input and STREAM with all functions [23]. We classify the benchmarks into three categories, according to the metric of misses per thousands instruction (MPKI) of each benchmark. For multi-core simulation, we randomly select four benchmarks in each category for multi-programmed simulation under 4-cores architecture. The weighted IPC [24] is adopted to evaluate the performance.

$$\text{weighted speedup} = \sum_{i=1}^{n} \frac{\text{IPC}_{\text{shared}}}{\text{IPC}_{\text{alone}}}$$

Table III lists the benchmark characteristics. We run all the benchmarks for 100 million instructions to warmup caches and then run 400 million instructions for experiments with our proposed techniques.

We choose the DSGB (double-sided ground biasing) design [5] as the aggressive baseline to show the effectiveness of our design. We compare the following configurations in our simulation. baseline: The ReRAM memory design with the write access latency set as worst case under DSGB. direct: Directly apply fast and slow regions design. static: Equipped with static mapping scheme to map virtual regions. dynamic: Equipped with dynamic mapping scheme to map virtual regions.

B. Simulation Results

Fig. 8 shows the average memory access latency for different design configurations, with results normalized to the baseline. It is clear that direct scheme only results in marginal memory latency reduction due to the under-utilized fast regions, whereas both static-mapping and dynamic-mapping can effectively reduce the average memory access latency, resulting from the decreased read queuing delay. Both the static mapping and dynamic mapping achieve promising optimized results with geometric mean 12.6% and 16.9% latency reduction for High MPKI (H) benchmarks and Medium MPKI (M) benchmarks, respectively. This attributes to the optimized region mapping by making full use of the fast regions that scatter inside memory banks and prioritizing the critical applications.

Fig. 9 shows the system speedup for different configurations normalized to baseline. Thanks to the memory access latency reduction, our static-mapping and dynamic-mapping design achieves 13.4% and 13.0% IPC improvements over the baseline for H benchmarks and M benchmarks, respectively. Achieving this good performance improvement through our scheme stems from the better utilization the scattered fast regions in memory banks when the memory footprint of the applications is smaller than total capacity of memory. Our scheme can be leveraged to prioritize the critical applications, whose priority is defined by users, for higher performance.

When the memory footprints of various applications increase, the hotspots resulting from the address mapping scheme may be obviated, but the memory traffic may remain unbalanced [16].
bank. Note that all the chips inside a rank that is composed of 8 chips can share the same region table. Therefore, for a 2GB memory rank, it only incurs 64KB storage overhead in total for memory controller, which is negligible.

VI. CONCLUSION

In this work, we propose a novel asymmetric ReRAM organization to divide up memory array into regions according to access latency characteristics of rows. Based on the observation of memory access hotspots inside memory bank across various benchmarks, we further propose virtual region design to develop flexible region mapping scheme for grouping fast regions together. We also present two mapping schemes to match the access pattern with our asymmetric ReRAM bank organization. The experimental results show that our design can effectively achieve performance improvement and memory latency reduction.
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