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Abstract – Resource management for a many-core system entails 
allocating cores to applications and binding tasks of the applica-
tions to particular cores. Accurate on-the-fly estimates of different 
core allocations w.r.t. application performance are required before 
binding the tasks to cores for execution efficiency. We propose an 
adaptive on-the-fly application performance model that largely al-
leviates this increasingly important problem. It allows reacting to 
spontaneous workload variations and it considers topological 
properties of resources. Extensive evaluations show that the aver-
age estimation error is reduced from 14.7% to 4.5%, resulting in 
high quality of on-the-fly adaptive application mappings. Our 
work is a first milestone towards optimality of systems that exhibit 
a high degree of spontaneous workload variations. 

I. INTRODUCTION 
Many-core systems pose the challenge of efficient system utili-
zation, especially if application properties and the set of concur-
rently executing applications rapidly vary at runtime. Therefore, 
when running multiple applications in parallel, it is essential to 
allocate the right set of cores to the right applications at runtime 
and thus to achieve a high degree of efficiency. This not only 
entails the number of cores but also their topological location on 
the chip. For example, the work in [1] has shown a 42% reduc-
tion of application execution time through sophisticated applica-
tion mapping. To be able to select the right cores dynamically, 
accurate performance estimates are necessary. These estimates 
rely on so-called application performance models. The perfor-
mance of an application depends on the system on which it is 
executed, its input data, and the system load caused by concur-
rently running applications. As the number and type of concur-
rently executing applications is not known a priori, estimations 
that are solely based on offline analysis will most likely result in 
inaccurate estimates and thus in disproportionate mappings. 
A. Problem Definition and Motivation 
A many-core system of N cores is described by the set  of all 
cores ci, i.e. . Each core ci has a unique topologi-
cal location on the chip. Multiple applications ( ) are 
executed in parallel. Without loss of generality, applications are 
represented as task-graphs where tasks are represented as nodes 

 in a directed acyclic graph. Resource management en-
tails the allocation of pairwise disjoint subsets of cores 

 to each application . An estimation 
of the speedup  is used to decide which application  
should use which particular cores  to optimize the overall exe-
cution efficiency. The speedup  is the quotient of the time 

 that application  requires to perform its computations 
on a single core  and the time  when executed on the set 
of cores  (see (1)).  

(1)
In the remainder of this paper, the speedup of an application is 
used as a relative performance metric.  not only depends 

upon the number of cores  but also upon their relative topo-
logical location to each other (see Section IV). However, deter-
mining the speedup  while considering the topological lo-
cation of the cores in  is in general computationally more in-
tensive than  where only the number of cores is 
considered. Due to the number of different subsets of cores, it is 
not feasible to pre-compute and store all combinations. Even 
when only considering different subsets of cores with an identi-
cal number of cores ( , but ), there are ~1047 pos-
sible ways to select 40 different cores out of 256 cores (binomi-
al coefficients). The metric  estimates the same speedup 
for all these subsets, but actually, they differ depending on the 
topological location of the cores. Therefore, ignoring the topol-
ogy of the resources assigned to each application leads to ineffi-
cient application mappings. Accurately calculating  by us-
ing the scheduling heuristic presented in [2] requires several 
milliseconds (validated by measurements of our implementation 
on an Intel i5-2500 at 3.3 GHz), depending on the number of 
tasks in the application task-graph and the number of cores in . 
However, many estimations have to be calculated per mapping 
decision – the hill-climbing heuristic used in our evaluations es-
timates more than 10,000 combinations of  to find a good dis-
tribution of 256 cores to 10 different applications (and even 
62,000 combinations to distribute 256 cores to 20 applications). 
Optimistically assuming that there is no additional overhead and 
that the average computation time of determining  is just 
1 ms, this results in a total runtime of 10-60 seconds to deter-
mine the resource allocation for 10-20 applications on a 256-
core system. This is an unacceptable high latency, e.g. when 
starting a new application. 

II. RELATED WORK 
Both, Amdahl’s law (that describes the theoretical maximal 
speedup an application can achieve based on its sequential code 
segments) and Gustafson’s law (that describes how much the 
problem size could be increased when using multiple cores) do 
not explicitly consider the on-chip interconnect of todays and 
future many-core systems. The authors of [3] propose an updat-
ed version of both laws; however, they do not consider the (ab-
solute or relative) topological location of the cores. A generic 
application performance model for parallel workloads has been 
presented in [4]. It models the achievable speedup of real-world 
applications when executed on computer clusters. Again, the 
model does not consider the topological location of the allocat-
ed cores. Other approaches to estimate the achievable perfor-
mance of an application use machine-learning techniques like 
artificial neuronal networks [5]. Similar to offline-paramete-
rized models, they require an exhaustive training phase before 
they are able to predict the application performance. 

The importance of application performance models for many-
core resource management ranges from on-chip many-core sys-

730978-3-9815370-4-8/DATE15/ c©2015 EDAA



tems [6, 7] over high-performance computing [8], to cloud 
computing environments [9]. Due to the lack of adaptive mod-
els, these approaches rely on static models and – as it is not part 
of their models and/or not important for their target architec-
tures – they do not consider the topological location of cores. In 
contrast, typical NoC mapping approaches (e.g. [1, 10, 11]) in 
fact do consider the topological location of cores but they do not 
dynamically determine the number of cores allocated to applica-
tions. In [11] the weighted communication of an application 
(WCA) is defined as the sum of the products of the communica-
tion volumes of the messages sent between all tasks of the ap-
plication and the communication distance between the cores 
to which the tasks have been mapped. The WCA is used as op-
timization function to achieve a good application performance. 
Determining the WCA of an application  given an allocation 
of cores requires to first map the tasks to the cores, a compu-
tationally intensive operation that hampers the evaluation of 
many different allocations . 

SEEC [12] is a combination of an adaptive performance 
model and a resource manager. At runtime, it combines prede-
fined mapping combinations in a way that maximizes the esti-
mated performance. In contrast to the previous approaches, 
SEEC adapts to changes in application and system models. 
However, the number of predefined mapping combinations gets 
too large in systems with hundreds of cores – especially when 
not only the number of cores but also their topological location 
would be considered. Originally, SEEC is tailored to shared-
memory systems and it only considers the number of cores. 

In summary, there are application performance models that 
either adapt at runtime, consider the topological properties of 
the cores allocated to an application, or allow on-the-fly per-
formance estimates. However, there is no adaptive model suita-
ble for on-the-fly application performance estimation on NoC-
based many-core systems considering the topology of cores. 

Therefore, we propose an adaptive on-the-fly application 
performance model that considers the topological properties of 
the cores allocated to an application in NoC-based many-core 
systems. It uses a simple metric of  that can easily be deter-
mined to estimate the achievable speedup based on the lower 
bound and the upper-bound speedup of the application. To han-
dle highly dynamic behavior of workloads not known a priori, 
our performance model is continuously adapted at runtime. 

III. SYSTEM OVERVIEW AND MODELS 
To enable our adaptive on-the-fly application speedup estima-
tion, we use several interacting components shown in Fig. 1. 
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Fig. 1 Components used at runtime and their interactions 

Each application is instrumented to allow the on-the-fly adapta-
tion to monitor the performance, similar to the work presented 
in [13]. The resource manager uses the performance estimation 
models of the individual applications to decide which applica-
tion should use which cores  to improve the overall execu-
tion efficiency. Actually, any resource manager that considers 
an estimated relative application performance (e.g. [6-8]) can 

make use of our model and would benefit from the improved 
accuracy and adaptability with only minor modifications. 
A. System and Network Model 
We target homogeneous many-core systems, as depicted in 
Fig. 2 and assume more cores N than concurrently running ap-
plications M (an application may have a large number of tasks, 
though). As recommended by recent many-core operating sys-
tem research (e.g. [14]), this allows allocating cores temporally 
exclusively to applications and to avoid multiplexing overhead. 
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Fig. 2 System and Network Delay Model Components 

The task-graph of an application  is represented as a directed 
acyclic graph where the nodes  correspond to actual computa-
tion tasks (expressed as workload  for each task ) that 
the application performs and where the edges correspond to the 
communication volume  between two tasks  and  (cf. 
Fig. 3a). To model applications with periodic pattern, we extend 
the graph to allow cycles. This is shown in Fig. 3b where an in-
ner task-graph is encapsulated in a larger block (flanked by a 
begin node and an end node) that is repeatedly executed in an 
outer loop. 
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Fig. 3 Task-graph structure a) main components and b) extension that 

allows modeling applications with periodic patterns 
A task is ready for execution as soon as all its predecessors have 
finished execution and their transmitted data has been received. 
Communication volume  is set to zero if both tasks  and  
are executed on the same core. Otherwise, the communication 
causes a delay in the NoC, as communication takes place by 
message passing in a 2D-mesh NoC. In [11] it has been argued 
that on average the link contention and buffer utilization in the 
routers lead to a linear relation between the delay  of a 
message and its size  multiplied by the required number of 
hops , as shown in (3). 

(2)
(3)

IV. ON-THE-FLY SPEEDUP ESTIMATION 
Based on the communication delay equation given in (3), we 
propose to improve the accuracy of our speedup estimation 
based on the average number of hops between the cores in : 
the sum of the number of hops  between any two cores 

 divided by the number of these combinations (4). 

(4)

The average number of hops in  depends on the selection of 
the cores. E.g. for  40 out of 256 cores, the difference 
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between the best case (spatially as close as possible to each oth-
er, 4.1 hops in average) and the worst case (spatially as far as 
possible from each other, 14.5 hops in average) is significant. 
The values of  for the best case selection of cores  (see 
(5)), and  for the worst case selection (see (6)) are 
shown in Fig. 4. 

(5)
(6)

To obtain  and ,  is iteratively extended by the 
core with the lowest/highest spatial distance to the cores already 
included in , starting from the core topologically in the middle 
of the system for the best-case respectively the core in the top-
left corner in the worst-case. Mappings should achieve  
close to the respective best case  to optimize application 
performance. The worst-case average distance  repre-
sents the worst-case selection of  cores in  that might occur 
when mapping the application, e.g. in a system that is heavily 
loaded with other concurrent applications. 
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Fig. 5 shows for two applications the influence that different 
sets of cores  have on the achievable speedup. The first appli-
cation task-graph is based on execution traces of a robotic vi-
sion application, the second application represents a task-graph 
with a high communication density between the individual 
tasks, resulting in a high correlation between the achievable 
speedup and the selection of . 
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Fig. 5 Influence of different metrics [average number of hops 

in a), b) and number of allocated cores in c), d)] on the 
speedup compared to execution on a single core 

Fig. 5 a) and b) show the influence of the average number of re-
quired hops  on the speedup of the applications. We 
found that the average number of required hops  corre-
lates almost linearly with the speedup . The speedup 
curves  and resulting from executing both ap-
plications on the best case (see (7)) respectively worst case (see 
(8)) selections of cores in  are shown in Fig. 5 c) and d). 

(7)
(8)

A. Considering the Topology for Speedup Estimation 
Based on the almost linear relationship between the achieved 
speedup of an application  and the average number of hops 

 between the cores in  for any number of cores , 
we propose to use this simple metric to allow our performance 
model to consider the relative topological location of the cores 

 allocated to . As the influence of  on the speedup is 
different for each application, we combine the two corner-cases: 
the highest achievable speedup , and the worst case 
speedup . We then linearly interpolate between both 
values based on the value of , as shown in (9). 

                              
(9)

To efficiently represent the speedup curves , and 
 we use the application performance model introduced 

by Downey [4], as it captures the behavior of real applications 
running on real parallel machines very well and it is widely 
used in the field of many-core resource management, e.g. [6-8]. 
It uses two parameters (the average parallelism P of an applica-
tion and its variance in parallelism ) to describe typical appli-
cation speedup curves, similar to the ones shown in Fig. 5c) and 
d). Downey’s application model does not consider the topologi-
cal location of the cores, i.e. it is topology-agnostic. 
B. Offline Parameterization of Model Parameters 
To initialize the model parameters, applications are individually 
profiled offline. Therefore, the application is executed on differ-
ent sets of cores  starting from one core ( ) through all 
cores in the system ( ). For each number of cores  
the cores are once selected to be spatially as close as possible to 
each other (see (7)) to obtain  and once to be spatially as 
far as possible from each other (see (8)) to obtain . 
Then Downey’s model is parameterized to match the observed 

 and . The parameters for Downey’s model 
are stored in the tuple  for each 
block (see Fig. 3b) of the application. The offline analysis obvi-
ously does not cause runtime overhead. Applications may be 
profiled at any time before they are executed on the system, i.e. 
it is not required to know all applications at design time. 
C. On-the-fly Adaptation of Model Parameters 
To improve the accuracy of the performance predictions, we 
propose to adapt the parameters of our application performance 
model continuously to react to spontaneous workload varia-
tions. Therefore, the measured performance of multiple execu-
tions is used to adapt the parameters of the model in a way that 
minimizes the error between the measured speedup  (see 
(10)) and the estimated speedup . We adopt the heartbeat 
framework [13] to measure the time required by the application 
to complete each block (see Fig. 3b). Applications emit heart-
beats in the start and end nodes that flank each block. The time 
that passes between those two heartbeats, including the com-
munication delays, is the runtime . The execution time 

of each task is determined by subtracting the task’s 
start time from its end time, to obtain the momentary dynamic 
workload of the application. Whenever the end node triggered 
its heartbeat,  is calculated according to (10),  and 

 are stored in the sample history , and the model parame-
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ters of  are adapted to improve the accuracy of subsequent es-
timations of  for different allocations . 

(10)

Due to the monotonic increasing behavior of the speedup curves 
 and  represented with Downey’s performance 

model, we are able to use a fast hill climbing heuristic to adapt 
the parameters. The goal of the adaptation (Listing 1) is to min-
imize the weighted estimation error that is determined by com-
paring the measured values  with  for the samples 
stored in  (Listing 2). To focus on recent changes in the 
workload, the weight of older samples is reduced exponentially. 

Input:  as  
Output: Updated  
1.    // initial step width for parameters  
2.       // initial step width for parameters  
3.          // start with initial step width 
4.  
5. while (  and ) do         // at most 15 iterations 
6.    // assemble neighboring configurations   
7.     
8.     
9.     
10.     
11.     
12.     
13.    if ( ) then  
14.     // reduce step width with each step 
15. end while 

Listing 1: On-the-fly Model Adaption 

Input: Speedup estimation function , History  
Output: Weighted sum of the squared estimation errors 
1. ;  
2. for each ( ) do // ordered chronologically 

3.     
4.                // reduce the weight of older measurements 
5. end for each 
6. return  

Listing 2: History Sample Model Error 
To avoid miss-adaptions caused by an empty sample 
ry , measurements from previous executions of the appli-
cation remain in the history. The actual adaptation works by re-
peatedly selecting a new configuration  based on  that re-
duces the estimation error until no further error reduction is 
achieved or the step width  is below a threshold. One of the 
model parameters is either increased or decreased, resulting in 
eight possible ways to configure  based on . The configu-
ration  with the lowest estimation error for the values in 

 is chosen as the new configuration for  if it resulted in 
less error than the current configuration. The step width  by 
which the parameters are changed is reduced in each iteration to 
allow for a fast adaptation of the parameters at the beginning 
and a fine-tuning of the parameters at the end. As the meaning-
ful range of the parameters  and  differs, the value  by 
which they are changed is fit by the constant factors  and . 

V. EVALUATION AND RESULTS 
We evaluate the on-the-fly estimation accuracy of our applica-
tion performance model (APM) as well as the induced runtime 
overhead to show its ability to adapt to spontaneous workload 

variations, which results in highly efficient utilization of many-
cores. We compare with state-of-the-art multi-application multi-
step (MAMS) mapping [10] as well as Downey’s topology ag-
nostic application performance model [4]. All results were ob-
tained through mixed-level simulation of the NoC-based many-
core system with (16x16) cores. Computation is simu-
lated at the abstraction level of task-graphs, i.e. at a much more 
detailed level than our on-the-fly application performance esti-
mation model. Communication is simulated for a NoC that em-
ploys XY-Routing and considers link congestion for an accurate 
and mapping-dependent simulation. We use the task scheduling 
presented in [2] to map application tasks to the cores  allocat-
ed to  and to schedule their execution. The scheduler selects 
the task  with the highest upward rank value (i.e. the 
length of the critical path to the exit task, including computation 
costs and communication costs) and assigns that task to the core 
that provides the earliest finish time. 

A. Estimation Accuracy 
To evaluate the accuracy of our application performance model, 
we execute three different application scenarios plus a full ro-
botic vision application on various allocations of cores . The 
total workload of the three scenarios and the number of tasks is 
almost the same; but they differ in their communication density, 
i.e. the number of edges in the application task-graphs. The 
first/second/third scenario represents an application with 
sparse/medium/dense communication between the individual 
tasks, respectively. 

We compare to Downey’s topology-agnostic application per-
formance model from [4]. Additionally, very accurate (but 
computationally intensive) estimates of the achievable speedup 
are obtained by mapping the application tasks to the allocated 
cores [2] and using the offline profiled execution times to de-
termine the expected execution time of the applications. To 
compare the accuracy of these three estimates, they are com-
pared to the real measured speedup . 
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Fig. 6 Relative estimation error when estimating the speedup of 

the same applications executed on different sets of cores 

Fig. 6 shows the relative error of estimations (note that the 
mapping efficiency with MAMS [10] is compared later on, but 
as MAMS does not perform speedup estimates, it cannot be 
compared here). The instances of  were selected randomly. In 
all cases, the accuracy of our model is significantly better com-
pared to using the topology-agnostic estimate [4] that does not 
consider the relative topological location of the allocated cores. 
At comparable computational effort (evaluated in Section V.B), 
our model predicts the speedup with an average relative error of 
4.5% compared to 14.7% [4]. The computational intensive es-
timation [2], achieved by mapping the applications task-graph 
to the different allocations , still results in an average relative 
error of 1.9% caused by dynamic execution behavior. The max-
imum estimation error is significantly lower than the errors that 
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occur with the topology-agnostic speedup estimation, leading to 
more efficient application mappings, as shown in Section V.D. 
B. Overhead Analysis 
An application performance model that is suitable for runtime 
resource management should have low computational effort to 
allow for evaluating many different resource allocations on-the-
fly (e.g. thousands of different resource allocations in tens of 
milliseconds) for frequent adaptations of the application map-
ping. Determining the best-case speedup  and the worst-
case speedup  requires only a small number ( 10) of 
additions/multiplications and thus completes in a few CPU cy-
cles. An ample computation of  is within  with 

. In practice, often only one core is added to or re-
moved from  such that the complexity of determining 

 is reduced to  by adding/removing only the con-
nections to the added/removed core. This results in a runtime 
that is approximatively  times higher than the topology-
agnostic model, but compared to the runtime of the task-
mapping heuristic [2] it is negligible. We measured the execu-
tion time of the implementations on an Intel i5-2500 CPU and 
found that for estimating the speedup of an application running 
on 40 cores, Downey’s topology-agnostic model [4] required 
31ns (i.e. about 100 cycles) and our resource-aware approach 
required 1208ns. The task-mapping heuristic [2] required even 
2ms, a factor 2000 slower per speedup estimation. The execu-
tion time does not depend on the number of cores in the system; 
only the number of cores that is assigned to an application has 
an influence – additional measurement results for 10 cores and 
100 cores are shown in Fig. 7. 
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Whenever an application completed execution of a block (see 
Fig. 3b), the model parameters are adapted. The adaptation 
needs to perform at most 15 iterations of the outer loop in which 
eight configurations of  are evaluated against the meas-
ured samples stored in . As  is already stored in 

, the computational complexity of  is reduced to the 
complexity of Downey’s performance model. Therefore, the 
adaptation overhead is within . By limiting 

 to 10, adaptation of the model parameters can be ac-
complished within 50 s, which is practicable and feasible. 
C. Evaluating Application Mapping 
To evaluate the influence of the performance estimation accura-
cy on the actual system performance, we use a hill climbing 
heuristic to decide the application mapping for different scenar-
ios. Note, that any other resource manager that relies on an ap-
plication performance model may be used as well. The heuristic 
determines the resource allocation  by (re-) 
allocating the cores in  among the applications  
as long as this (re-)allocation improves the overall system per-
formance determined by the sum of all applications’ estimated 
speedup . We use it to compare our on-the-fly per-
formance model, the topology-agnostic application performance 

model presented in [4], and the computationally intensive task-
graph mapping heuristic [2] to evaluate potential allocations. 

As discussed in the related work section, there is no directly 
comparable model that estimates the speedup of an application 
for a set of cores  that also considers the topological properties 
of the cores. However, there are runtime application-mapping 
approaches for many-core systems that aim to optimize the 
communication latencies without explicitly estimating the ap-
plication performance. We choose the Multi-Application Multi-
Step (MAMS) mapping method presented in [10] as reference 
implementation, as it has a similar optimization goal and 
achieves state-of-the-art application mapping quality. Similar to 
our approach, in the first step the cores  are selected for each 
application . In the second step, the tasks of the applications 
are mapped to these cores. The selection of  works by finding 
rectangular areas on the chip that are not assigned to an other 
application and that can accommodate the tasks of each applica-
tion  The optimization of the communication latencies is 
achieved by focusing on rectangles as square as possible. 
MAMS only optimizes the topological location – for a fair 
comparison, we therefore improved MAMS to determine the 
ideal number of cores for each application by using the static 
topology-agnostic application performance model presented in 
[4]. We further found that in most cases the allocation of rec-
tangles for each application leads to a fragmentation of the ap-
plication mapping, i.e. there are cores left over that cannot be al-
located to an application. As the application mappings achieved 
by the hill climbing heuristic consumes all available cores, we 
improved MAMS in the way that, after the rectangles for each 
application have been defined, we distribute the unallocated 
cores to spatially adjacent applications. Again, the performance 
model presented in [4] is used to decide which of the adjacent 
applications would benefit the most from additional cores. 
D. Adaptation to Workload Variations 
We use the presented mapping heuristics to evaluate the bene-
fits of the improved accuracy and the adaptability of our 
speedup estimation model for various combinations of different 
applications in different scenarios. These scenarios have been 
selected to demonstrate the adaptability of our model as well as 
the broad applicability to different and typical kinds of system 
utilization. The speedup is determined through simulating the 
applications. As comparison metric, the efficiency of the appli-
cation mapping is obtained through the average speedup per 
core (see (11)). 

(11)
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Fig. 8 Mapping efficiency for a gradually decreasing number 

of applications; the adaptation of our model is visible in the 
small improvements after each change in the workload 

In the first scenario, the number of concurrent applications is 
gradually reduced from 30 to 17 (Fig. 8). The resulting applica-
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tion mappings obviously benefit from the more accurate esti-
mates of our resource-aware adaptive model. The application 
mappings for this scenario are 8.0% more efficient when using 
our resource-aware adaptive estimates compared to state-of-the-
art (MAMS) runtime mapping [10]. 

In the second scenario, the number of applications increases 
abruptly (Fig. 9). Again, the resulting application mappings 
achieved when using our application performance model are 
almost always better than the mappings from MAMS. The ad-
aptation of our model to the new operating conditions is clearly 
visible, i.e. the application mapping efficiency increases with 
each application-re-mapping iteration after the abrupt workload 
change. The application mapping achieved by using our re-
source-aware estimation model resulted on average in a 4.3% 
improvement compared to MAMS. 
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Fig. 9 Mapping efficiency for an abrupt change in the workload 

For the third scenario (shown in Fig. 10), we analyze the map-
ping efficiency for random changes in the workload which is 
common for interactive system utilization. Especially in the 
cases of multiple concurrent applications, mappings achieved 
through our adaptive on-the-fly performance model outperform 
state-of-the-art [10]. This is because not all applications neces-
sarily benefit to the same degree from spatially close cores. In 
contrast to MAMS, our resource-aware model allows some ap-
plications to use slightly scattered sets of cores to allow allocat-
ing larger coherent sets of cores to those applications that bene-
fit more from the smaller average number of hops. 
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Fig. 10 Mapping efficiency for random changes in the workload, 

e.g. as in interactive utilization 

On average, our resource-aware estimation achieves 7.4% more 
efficient application mappings than when using MAMS and it 
provides almost the same mapping quality compared to the 
most accurate but computationally unfeasible estimation that 
calculates the task-graph mapping for each estimation. On aver-
age, the application mapping efficiency is improved by 6.4% 
compared to state-of-the-art MAMS runtime application map-
ping for many-cores [10]. The resulting application mappings 
are significantly (32%) more efficient than the application map-
pings that result from using the topology-agnostic speedup es-
timation model [4]. 

VI. CONCLUSIONS 
A novel adaptive on-the-fly application performance model has 
been presented. We have demonstrated that the accuracy of our 

performance estimations results in overall high execution effi-
ciency when using application performance estimates for appli-
cation mapping decisions. Our evaluations show that the aver-
age estimation error is reduced from 14.7% to merely 4.5% 
while at the same time significantly improving the accuracy, i.e. 
the worst-case error is reduced from 57% to 24%. As a result, 
we profit from better application mappings compared to state-
of-the-art. Our work is the first of its kind for managing many-
core systems that exhibit rapid and spontaneous workload varia-
tions while still maintaining high mapping quality. 
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