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Abstract—Failure rate degradation of an SRAM cell due
to random telegraph noise (RTN) is calculated for the first
time. ECRIPSE, an efficient method for calculating the RTN-
induced failure probability of an SRAM cell, has been developed
to exhaustively cover a large number of possible bias-voltage
combinations on which RTN statistics strongly depend. In order
to shorten computational time, the Monte Carlo calculation of
a single gate-bias condition is accelerated by incorporating two
techniques: 1) construction of an optimal importance sampling
using particles that move about the “important” regions in a
variability space, and 2) a classifier that quickly judges whether
the random samples are in failure regions or not. We show that
the proposed method achieves at least 15.6× speed-up over the
state-of-the-art method. We then integrate an RTN model to
modulate failure probability. In our experiment, RTN worsens
failure probability by six times than that calculated without the
effect of RTN.

I. INTRODUCTION
Random telegraph noise (RTN), which is observed as

temporal changes in threshold voltages of MOS transistors,
is an increasing concern since its impact on circuit operations
drastically increases as transistor sizes shrink. It is reported that
the threshold voltage (𝑉TH) variation caused by RTN reaches
as large as 70 mV at a 22 nm technology node [1].

Static random access memory (SRAM) is considered to
be very susceptible to the RTN-induced 𝑉TH variation for
two reasons. One is that an SRAM cell is designed using the
smallest possible transistors to save chip area. Each transistor
used in an SRAM cell should be carefully balanced to ensure
the correct operation of the cell. However, smaller transistors
are very sensitive to disturbances induced by RTN. The other
one is that extremely low failure probability is required for
an SRAM cell. It is common for a modern microprocessor
to include tens of mega bytes of on-chip cache. Hence, even
a small 𝑉TH variation is not negligible to ensure the correct
operation of an entire cache array.

The impact of RTN must be evaluated to optimize the cir-
cuit design. Ye et al. proposed a simulation methodology of the
RTN-induced 𝑉TH variation using RC filters and comparator
circuits [2]. Aadithya et al. proposed an accurate simulation
method that can estimate the impact of non-stationary RTN [3].
Those methods analyze the impact of RTN in time domain.
Due to their very high computational cost, it is difficult for
them to apply for failure probability calculations of an SRAM
cell.

The failure probability calculation of an SRAM cell is
a difficult problem even if we do not take into account the
impact of RTN. A naive Monte Carlo method, which directly
generates random samples in a variability space, cannot be
applied. Only a few samples fall into a failure region because
of low failure rate requirement of the cell. Importance sampling
techniques are definitely required to solve this problem [4]–
[6]. In the importance sampling, samples are drawn from a

biased probability distribution called “alternative distribution.”
The alternative distribution is selected so that more number
of random samples, which have large contributions to the
Monte Carlo approximation, is drawn from the distribution.
Application of the importance sampling to a failure probability
calculation of an SRAM cell is not a trivial task since its per-
formance depends strongly on the selection of the alternative
distribution. The mean-shift methods in which the alternative
distribution is approximated with a distribution whose mean is
shifted to the most probable failure point [?]. Some methods
also have been proposed to estimate the optimal alternative
distiburion directly [7], [8], which are considered to be more
accurate than the mean-shift methods.

There are two major factors which make the consider-
ation of RTN difficult. One is an increase of the number
of parameters. In order to calculate a failure probability,
we first draw 𝑁 random samples to simulate fabrication-
process-induced variabilities. Then, for each drawn sample, 𝑀
random samples that simulate RTN-induced variabilities must
be drawn. The number of total random samples increases to
𝑁 ×𝑀 . Its simulation takes very long time even if we utilize
the importance sampling methods. The other difficulty is the
treatment of a gate bias dependence. Major statistics of RTN,
such as time constants that represent the average duration in
which 𝑉TH is in high or low level, are highly susceptible to
the gate bias voltage. In order to guarantee that an SRAM
cell satisfies given specifications, multiple failure probability
calculations with different gate bias conditions are required.

In this paper, we propose a novel SRAM failure probability
calculation method which can take the impact of RTN into ac-
count. We first accelerate a failure probability calculation in a
single gate bias condition using an ensemble of particles mov-
ing around variability space, which enables us to automatically
and efficiently select the optimal alternative distribution. This
idea, called a “particle filter,” is first developed in statistical
community to enable an on-line estimation of a probability
distribution [9], [10]. In a recent study, the particle filter is
applied to estimate the optimal alternative distribution for a
failure probability calculation of an SRAM cell [8]. While
our approach is based on [8], we enhance the method so
that it suits the failure probability calculation to efficiently
consider multiple bias conditions via two new methods: a
binary classifier and a two-stage Monte Carlo.

By utilizing a binary classifier, random samples are
judged either failure or pass without executing time-consuming
transistor-level simulations. Since the classifier is based on
a linear model, the time required for the classifications is
negligibly small. The reduction of the total calculation time
is significant even though the time to train the classifier is
newly introduced. An adoption of a two-stage Monte Carlo
flow further reduces the calculation time while maintaining the
accuracy. In the first stage, a rough estimation of the optimal
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alternative distribution is obtained using a small number of
random samples. Then, in the second stage, a failure probabil-
ity is accurately calculated using the samples generated from
the alternative distribution. With the above modifications, our
method achieves 15.6× speed-up compared to the state-of-the-
art failure probability calculation method [8]. We then integrate
the gate bias dependent RTN model into the extended method
so as to take into account the impact of RTN.

Followings are the key contributions of this paper.
∙ To the best of our knowledge, this paper first focuses

on the impact of RTN on a failure probability of an
SRAM cell.

∙ A simulation method that accelerates the failure rate
estimation by at least 15.6× over the state-of-the-art
method [8] has been proposed. We then integrate
the gate bias dependent RTN model into the extended
method and realize the RTN-induced failure probabil-
ity calculation of an SRAM cell.

∙ The relationship between a failure probability of an
SRAM cell and gate bias conditions is studied for
the first time, which has become possible only with
the proposed estimation method. Through numerical
experiments, we show that the failure probability
estimation becomes too optimistic unless the impact
of RTN is taken into account. We also show that, in
our experimental setup, the optimistic-case condition
for the failure probability estimation is when a cell
stores “0” and “1” with equal probability

The rest of this paper is constructed as follows. In Sec-
tion II, we explain background that forms the basis of our
method. In Section III, we explain the details of the proposed
method. Then in Section IV, we describe experimental proce-
dures and its results. Finally in Section V, conclusion remarks
are provided.

II. BACKGROUND
A. Failure probability calculation

The general failure probability calculation is written using
a following integral:

𝑃fail =

∫
𝐼(𝒙)𝑃 (𝒙)𝑑𝒙. (1)

Here, 𝑃fail is the failure probability and 𝒙 is the random
variable such as 𝑉TH in a 𝐷-dimensional variability space,
which corresponds to the process variability of transistors.
𝑃 (𝒙) is a probability distribution function (PDF) over the
process variability. The PDF is typically represented as a
multivariate Gaussian distribution. Without loss of generality,
we assume that the random variables 𝑥𝑑 which are elements of
𝒙 are mutually independent since any set of random variables
can be uncorrelated using a transformation called “whitening.”
𝐼(𝒙) is an indicator function that returns one only when the
realization of a circuit, which corresponds to 𝒙, can not meet
required specifications.

Since the indicator function does not, in general, have an
analytical form, we rely on a Monte Carlo approximation of
(1). In the Monte Carlo approximation, the above integral is
calculated using random samples drawn from 𝑃 (𝒙):

𝑃fail ≈ 1

𝑁

𝑁∑
𝑖=1

𝐼(𝒙𝑖), (2)

where 𝒙𝑖∼𝑃 (𝒙). A naive Monte Carlo method in (2) cannot
be applied to the calculation of (1) in low failure probability
problems since very few or no samples fall inside the failure
region in a practical time.

In order to improve the sampling efficiency, importance
sampling techniques is developed. The key idea of an impor-
tance sampling is to calculate (1) using samples drawn from
an alternative distribution 𝑄(𝒙). The following equation is
obtained by modifying (1):

𝑃fail =

∫
𝐼(𝒙)

𝑃 (𝒙)

𝑄(𝒙)
𝑄(𝒙)𝑑𝒙. (3)

The Monte Carlo approximation of (3) using samples drawn
from 𝑄(𝒙) is obtained as:

𝑃fail ≈ 1

𝑁

𝑁∑
𝑖=1

𝐼(𝒙𝑖)
𝑃 (𝒙𝑖)

𝑄(𝒙𝑖)
, (4)

where 𝒙𝑖 ∼ 𝑄(𝒙). The alternative distribution 𝑄(𝒙) is selected
so that larger number of failure samples are drawn from 𝑄(𝒙)
than the original PDF. The optimal alternative distribution is

𝑄opt(𝒙) ∝ 𝐼(𝒙)𝑃 (𝒙). (5)
If we can draw samples from 𝑄opt(𝒙), the perfect approx-
imation of (3) is achieved with only few samples since
𝐼(𝒙)𝑃 (𝒙)/𝑄opt(𝒙) becomes constant. Namely, instead of
using samples drawn from the original PDF, the integral is
calculated using samples whose contributions to the summa-
tion are large. Therefore, in order to improve the efficiency,
we have to select 𝑄(𝒙) whose shape is similar to 𝑄opt(𝒙).
However, this is not a trivial task since we do not know the
exact shape of the indicator function 𝐼(𝒙). We here introduce
a particle filtering technique to enable an automatic estimation
of the optimal alternative distribution.

B. Particle filter
Particle filter is an on-line estimator of non-Gaussian distri-

butions [9], [10]. A probabilistic density is approximated using
the density of particles which move around the 𝐷-dimensional
process variability space. The position of particles are updated
iteratively using the following algorithm.

Prediction: The candidates of particles at next iteration
step are drawn from a proposal distribution 𝑞(𝒙). A usual
choice of 𝑞(𝒙) is the mixture of Gaussian distributions with
each component centered at the previous particles so that the
regions where previous particles existed are more likely to be
visited.

Measurement: The weights which represent the goodness
of fit of each candidate particle are calculated. In the context
of the failure probability calculation of an SRAM cell, the
weight is calculated as 𝐼(𝒙) ⋅ 𝑃 (𝒙). Therefore, large weights
are assigned to particles that are in the failure region and are
close to the origin of the variability space.

Resampling: The particles are resampled from the candi-
date particles according to the probabilities proportional to the
weight assigned in the Measurement step. Hence, candidate
particles which have larger weight attain more number of
copies while particles with smaller weights are more likely
to be eliminated. This step enables particle density to follow
the weight distributions. Since we here calculate the weight
as 𝐼(𝒙) ⋅ 𝑃 (𝒙), the population of particles become gradually
closer to the distribution of 𝐼(𝒙) ⋅𝑃 (𝒙) by repeating the above
procedures. Fig. 1 depicts the particles tracking the target PDF.
The approximation of the optimal alternative distribution can
be obtained as the distribution of particles.

C. Support vector machine
Support vector machine (SVM) is a supervised training

model for binary classification [11]. Given a set of training
examples which consists of feature vectors and corresponding
labels, SVM learns a classification model which assigns a new
feature vector into one of two classes.
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Fig. 1. Particle filter. Fig. 2. Support vector machine.

SVM assumes the following linear classification model:

𝑦 =
∑
𝑖

𝑤𝑖𝑓𝑖. (6)

Here, 𝑤𝑖 are coefficients of particular feature quantities and
𝑓𝑖 is the 𝑖-th element of the feature vector 𝒇 . The signature
of 𝑦 represents the class label of the feature vector. In other
words, SVM learns a hyper plane in a feature space, which
separates training examples into two classes as shown in Fig. 2.
A good separation for a new feature vector is achieved when
the distances between training examples and the hyper-plane
are the largest.

SVM-based classifier was first applied to a failure prob-
ability calculation in [12]. As we have seen, the drawback
of the naive Monte Carlo is that very few failure samples
are drawn from the original PDF. Therefore, the authors of
[12] used SVM-based classifier as a blockade so that they can
skip transistor-level simulations of samples which obviously
fall outside the failure region.

The difference between our approach and [12] is that
we combine the classifier with the importance sampling. In
the context of a failure probability calculation, the variability
space is not equally important, i.e. 𝐼(𝒙) ⋅ 𝑃 (𝒙) represents
the importance of the corresponding region. Misclassifica-
tions of random samples which are rarely drawn from the
alternative distribution have almost no impact on the failure
probability calculation. Note that the labels of the training
examples are obtained from transistor-level simulations. If
we can modify the distribution so that the large number of
training examples are available around the important regions,
we can improve the efficiency and further reduce the number
of transistor-level simulations required to achieve predefined
classification performance. Let us recall that the estimated
alternative distribution reflects the importance of the variability
space. Therefore, by training SVM-based classifier using the
samples drawn from the estimated alternative distribution, we
can minimize the number of training examples and the number
of transistor-level simulations while maintaining the accuracy
of the classification.

D. RTN-induced 𝑉TH fluctuation model
Fig. 3(a) shows the physical mechanism of RTN. A carrier

is captured to or emitted from an electrically active interface
trap located inside the gate oxide. This causes the change of
surficial potential, which results in the fluctuation of 𝑉TH.
Fig. 3(b) shows the corresponding 𝑉TH fluctuations. When the
defect captures the carrier, 𝑉TH becomes high and vice versa.
The average duration in which 𝑉TH is in the higher level is
denoted as mean time to emission (𝜏𝑒) and that 𝑉TH is in the
lower level is denoted as mean time to capture (𝜏𝑐). The 𝜏𝑒
and 𝜏𝑐 are highly susceptible to the gate bias conditions.

The 𝜏𝑒 and 𝜏𝑐 of a transistor under the switching bias
condition with duty ratio 𝛼 can be represented as follows [13]:

𝜏𝑐 = 𝛼𝜏ON𝑐 + (1− 𝛼)𝜏OFF𝑐 (7)

Electrode

Source DrainCarrier
Dielectric Capture Emission

Trap

(a) (b)

Fig. 3. (a) The origin of RTN and (b) corresponding 𝑉TH shift.

and
𝜏𝑒 = 𝛼𝜏ON𝑒 + (1− 𝛼)𝜏OFF𝑒 . (8)

Here, 𝜏ON𝑐 and 𝜏ON𝑒 are 𝜏𝑐 and 𝜏𝑒 when the transistor is in
the “ON” state and 𝜏OFF𝑐 and 𝜏OFF𝑒 are 𝜏𝑐 and 𝜏𝑒 when the
transistor is in the “OFF” state. If there are multiple defects,
the total 𝑉TH shift can be represented as the summation of
𝑉TH shifts caused by each trap as

Δ𝑉TH =
𝑞 ⋅𝑁eff

𝐶ox𝐿𝑊
. (9)

Here, 𝐿 and 𝑊 are the channel length and channel width and
𝐶ox is the unit area gate capacitance. 𝑞 is the elementary charge
and 𝑁eff is the number of defects which capture the carriers.
The probability distribution of 𝑁eff can be represented as a
following Poisson distribution:

𝑁eff = 𝑃𝑜𝑖𝑠

(
𝜏𝑐

𝜏𝑐 + 𝜏𝑒
𝜆

)
. (10)

Here, 𝜆 is the total number of defects located in the transistor.

III. PROPOSED METHOD
A. Basics of RTN-induced failure probability calculation

Let us modify (1) so that it can take the impact of RTN
into account:

𝑃fail =

∫∫
𝐼(𝒙RDF,𝒙RTN)𝑃all(𝒙RDF,𝒙RTN)𝑑𝒙RDF𝑑𝒙RTN.

(11)
Here, 𝒙RDF and 𝒙RTN are variables that originate from the
fabrication process such as random dopant fluctuation (RDF)
and that originate from RTN. 𝑃all(𝒙RDF,𝒙RTN) is a joint PDF
of 𝒙RDF and 𝒙RTN. Equation (11) can be modified as follows:

𝑃fail =

∫
𝑃RTN
fail (𝒙RDF)𝑃RDF(𝒙RDF)𝑑𝒙RDF (12)

and

𝑃RTN
fail (𝒙RDF)=

∫
𝐼(𝒙RDF,𝒙RTN)𝑃RTN(𝒙RTN∣𝒙RDF)𝑑𝒙RTN.

(13)
Here, 𝑃RDF(𝒙RDF) is a PDF over a fabrication-process-
induced variability space and it can be represented as a
following multivariate standard normal distribution:

𝑃RDF(𝒙) = 𝒩 (𝒙∣0,1) = (2𝜋)−𝐷/2 exp

(
−1

2

𝐷∑
𝑑=1

𝑥2𝑑

)
.

(14)
𝑃RTN(𝒙RTN∣𝒙RDF) is a conditional PDF over an RTN-
induced variability space given 𝒙RDF. We here assume that
RTN and RDF are independent for simplicity. Therefore,
𝑃RTN(𝒙RTN∣𝒙RDF) equals to 𝑃RTN(𝒙RTN). Note that this
assumption does not limit the ability of the proposed method
since the proposed method is based on a Monte Carlo approach
and we do not require any limitations on the PDF. As we have
seen, the RTN-induced 𝑉TH shifts can be represented as (9)
and (10). Note that we can not represent 𝑃RTN(𝒙RTN) using
well known distributions since 𝒙RTN is a random variable
drawn from the Poisson distribution multiplied by a constant,
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(1) Initial sample selection: Arrange initial particles near the failure boundary.

(2) Prediction: Draw candidate particles from the proposal distribution in (15).
(3) Measurement: Calculate weights of each particle according to (16)
(4) Resampling: Resample particles according to the probability proportional to the weights.

(5) Importance sampling: Draw random samples from the alternative distribution to

Algorithm 1: Summary of the proposed method

Repeat steps (2), (3) and (4) untile a sufficient convergence is achieved.

calculate the failure probability according to (19).

Construct alternative distribution (18) for importance sampling using the samples in step (4)   

which does not necessary to follow a Poisson distribution.
The proposed method consists of two-stages. In the first

stage, the optimal alternative distribution required for the
importance sampling is estimated. In order to achieve this goal,
we utilize the particle filter in which the alternative distribution
is approximated as the density of particles that move in the
𝐷-dimensional process variability space. Then, in the second
stage, the failure probability is calculated using the estimated
alternative distribution. The summary of the proposed method
is shown in Algorithm 1. The steps from (2) to (4) correspond
to the first stage and the step (5) corresponds to the second
stage. In the next subsection, we describe the details of each
step.

B. Failure probability calculation
(1) Initial sample selection: Random samples on the

surface of a 𝐷-dimensional unit sphere are generated. Then,
toward the generated radial directions, the boundary of the fail-
ure region is searched using bi-section algorithm and allocate
candidates of initial particles near the boundary as shown in
Fig. 4(a).

The initialization step is conducted for only the first failure
probability calculation. The same initial samples are shared
among the other calculations with different gate bias conditions
to reduce the calculation time.

(2) Prediction step: The candidate particles at next time
step {�̂�(𝑡+1,𝑖)RDF , 𝑖 = 1, 2, . . . , 𝑁} are drawn from a following
predictive distribution:

�̂�
(𝑡+1,𝑖)
RDF ∼ 1

𝑁

𝑁∑
𝑗=1

𝒩 (�̂�
(𝑡+1,𝑖)
RDF ∣𝒙(𝑡,𝑗)RDF,𝝈). (15)

Here, 𝑁 is the number of particles and 𝒩 (𝒙∣𝝁,𝝈) is a 𝐷-
dimensional Gaussian distribution. 𝒙(𝑡,𝑗)RDF is the 𝑗-th particle
at 𝑡-th iteration and 𝝈 is a diagonal covariance matrix.

(3) Measurement: For �̂�(𝑡+1,𝑖)RDF , corresponding weights are
calculated. Here, weight is defined as

𝑤(�̂�
(𝑡+1,𝑖)
RDF ) = 𝑃RTN

fail (�̂�
(𝑡+1,𝑖)
RDF )𝑃RDF(�̂�

(𝑡+1,𝑖)
RDF ). (16)

𝑃RTN
fail (�̂�

(𝑡+1,𝑖)
RDF ) is calculated using random samples {𝒙(𝑚)

RTN,
𝑚 = 1, 2, . . . ,𝑀} drawn from the Poisson distribution in (9)
as follows:

𝑃RTN
fail (�̂�

(𝑡+1,𝑖)
RDF ) ≈ 1

𝑀

𝑀∑
𝑚=1

𝐼(�̂�
(𝑡+1,𝑖)
RDF ,𝒙

(𝑚)
RTN). (17)

Here, 𝑀 is the number of random samples used for the ap-
proximation. Note that the Monte Carlo calculation converges
fast since we have already located �̂�

(𝑡+1,𝑖)
RDF near the failure

boundary.
For the computation of 𝐼(𝒙), transistor-level simulations

are required. 𝑁 × 𝑀 samples need to be simulated for the
weight calculations of all particles. We reduce the number
of required transistor-level simulations with the help of the
SVM-based classifier. First, 𝐾 training examples are randomly
selected among 𝑁×𝑀 samples and class labels of the selected
samples are obtained using transistor-level simulations. Then,
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Fig. 4. An example of particle filter based failure region tracking. (a) Particles
after initialization step, (b) after prediction and weight calculation steps and
(c) after resampling step.

the classifier is trained using the 𝐾 training examples. Finally,
the rest of samples are classified using the trained classifier.
Therefore, the number of transistor-level simulations can be
reduced from 𝑁 ×𝑀 to 𝐾.

We use a polynomial transform of the 𝐷-dimensional
variability vector 𝒙 as feature quantities 𝒇 in (6) in order
to construct a non-linear classification model. For example,
if the input vector is a two-dimensional vector [𝑥1, 𝑥2] and the
degree of the polynomial transform 𝐷poly is two then the fea-
ture vector is [1, 𝑥1, 𝑥2, 𝑥1𝑥2, 𝑥

2
1, 𝑥

2
2]. In this implementation,

𝐷poly is set to be four.
Samples which exist near the separating hyper-plane, i.e.

colored region in Fig. 2, may likely to be misclassified. There-
fore, such samples should better be classified using transistor-
level simulations. However, the weights of particles do not
have direct impacts on the failure probability calculation.
Instead, it affects the estimation of the optimal alternative
distribution and the efficiency of the importance sampling.
Therefore, a rough approximation of 𝐼(𝒙) is sufficient in this
step. Hence, we can safely skip the transistor-level simulations
and classify all of the 𝑁 ×𝑀 −𝐾 samples using the trained
classifier to reduce the calculation time.

Fig. 4(b) shows particles after the prediction and measure-
ment steps. The colors of points represent the weights assigned
to each particle. We notice that the particles near the origin,
i.e. they are more likely to occur, are assigned large weights.

(4) Resampling: Particles at time step 𝑡+1 are randomly
selected from �̂�

(𝑡+1,𝑖)
RDF according to the probability that is

proportional to the weights assigned to the candidate particles.
An example result of the resampling step is shown in Fig. 4(c).

Steps (2) to (4) are repeated to search failure region and
to construct the alternative distribution. In our experiment,
ten times of repetition is enough for achieving sufficient
convergence.

While particle filters drastically speed up the estimation
of the alternative distribution, they have drawback that the
particles degenerate to a single point in the variability space as
the number of resampling increases. In the context of a failure
probability calculation of an SRAM cell, there are two major
failure regions since an SRAM cell has a symmetric structure.
However, due to small differences in weights assigned to
particles, the particles concentrate to one of the two regions
as the number of iteration increases. This leads to an under
estimation of the failure probability.

In the proposed method, we utilize multiple particle filters.
The resampling of particles is conducted for each particle filter
in order to avoid the concentration of particles. In the example
in Fig. 4(c), two major failure regions are tracked by different
particle filters.

(5) Importance sampling: Finally, in the second stage,
the failure probability is calculated using importance sampling.
In order to optimize alternative distribution, outcome of the
previous stage is used. Specifically, the distribution of the
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Fig. 5. (a) The schematics of the SRAM cell and (b) examples of static noise
margin for a non-defective and (c) a defective cell.

particles in step (4) is very close to the optimal distribution,
hence it is approximated as:

�̂�(𝒙RDF) ≈ 1

𝑁

𝑁∑
𝑖=1

𝒩 (𝒙RDF∣𝒙(𝑡,𝑖)RDF,𝝈). (18)

Then, the failure probability is calculated using random sam-
ples {𝒙(𝑘)IS , 𝑘 = 1, 2, . . . , 𝑁IS} drawn from �̂�(𝒙RDF) as
follows:

𝑃fail ≈ 1

𝑁IS

𝑁IS∑
𝑘=1

𝑃RTN
fail (𝒙

(𝑘)
IS )𝑃RDF(𝒙

(𝑘)
IS )/�̂�(𝒙

(𝑘)
IS ). (19)

Here, 𝑁IS is the number of random samples used for the
approximation. The calculation of the indicator function is
again needed in the evaluation of 𝑃RTN

fail (𝒙
(𝑘)
IS ). We again use

the classifier to reduce the number of simulations. Contrary to
the classification in the first stage, classification accuracy in the
second stage has a direct impact on the accuracy of the failure
probability calculation. Therefore, the samples which lie close
to the separating hyper-plane go through transistor-level sim-
ulations to obtain correct labels. The simulated samples are
used to incrementally train the classifier and to increase the
classification performance.

IV. EXPERIMENT
A. Experimental setup

Fig. 5 shows the circuit schematic of an SRAM cell. In
the experiment, failure samples are defined as samples which
have negative read noise margin (RNM). RNM is a stability
measure of the cell, which can be computed as the maximum
side of square embedded within the opening of the butterfly
curve [14] of the cell. Fig. 5(b) and (c) show two examples
for defective and non-defective cells. The mismatch of driving
abilities among transistors result in negative noise margin,
which causes the read failure.

We here deal with only 𝑉TH variability but other compo-
nents such as variability of channel size can easily be taken
into account in the same way. The variability of 𝑉TH originated
from a fabrication-process-induced variability is assumed to be
represented as a following Gaussian distribution:

Δ𝑉 RDF
TH ∼ 𝒩

(
Δ𝑉 RDF

TH

∣∣∣∣0, 𝐴𝑉TH√
𝐿 ⋅𝑊

)
. (20)

Here, 𝐿 and 𝑊 are the channel length and width. 𝐴𝑉TH
is

Pelgrom coefficient that is assumed to be equal for pMOS
and nMOS transistors in this experiment. The defect density
is set to be 𝜆= 4×10−3 nm−2. This means that the small-
est transistor (𝑊 /𝐿= 30 nm/16 nm) contains 1.92 defects on
average. The 16 nm high-performance model from predictive
technology model (PTM) [15] is used as a transistor model.
The parameters used in the experiments are summarized in
Table I.

B. Experimental results
We first compare the proposed method with one of the

TABLE I. EXPERIMENTAL CONDITIONS.

Load (𝐿𝑖) Driver (𝐷𝑖) Access (𝐴𝑖)
AVTH

[mV⋅nm] 5× 102

Channel length [nm] 16
Channel width [nm] 60 30 30

tox [nm] 0.95
𝜆 [nm−2] 4× 10−3

𝜏on
𝑒 1.2

𝜏off
𝑒 0.1
𝜏on
𝑐 0.01

𝜏off
𝑐 0.12
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Fig. 6. The comparison of the proposed method and the conventional method
[8].

state-of-the-art method proposed in [8]. Note that in this
experiment, we only take into account the fabrication-process-
induced variability since the conventional method can not take
into account the RTN-induced variability. Fig. 6(a) shows the
calculated failure probability of the SRAM cell and the number
of transistor-level simulations required using the conventional
method (black line) and using the proposed method (red line).
The filled regions represent the 95% confidence intervals. We
can see that the proposed method converges with significantly
smaller number of simulations than the conventional method.
Fig. 6(b) shows the relative error defined as the ratio of the
95% confidence interval to the estimated failure probability.
In this experiment, the proposed method required 36 times
less the number of transistor-level simulations than the con-
ventional method [8] to achieve relative error of 1%. The
calculation time required to achieve that accuracy is about
620 seconds. This includes the times for classifier training and
sample classification. The conventional method requires about
9 700 seconds to achieve equal accuracy, which corresponds to
about 15.6× speed-up.

We then validate the accuracy of proposed method when
both the fabrication-process-induced and the RTN-induced
variability are taken into account using the result of naive
Monte Carlo method as the reference. Fig. 7(a) shows the
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Fig. 7. The comparison of the proposed method and the naive Monte Carlo.
The duty cycle is set to be (a) 0.3 and (b) 0.5. The 95% confidence interval
is indicated as colored region.
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Fig. 8. The relationship between failure probability and duty ratio 𝛼.

calculated failure probability of the SRAM cell. Here, duty
ratio 𝛼 is set to be 0.3. The black and red lines show the
failure probabilities calculated using the naive Monte Carlo
and the proposed method, respectively. The filled regions
correspond to 95% confidence interval. The supply voltage
is dropped to 0.5 V so that the naive Monte Carlo method
can obtain a good convergence. The lower part of Fig. 7(a)
is the magnified view of the estimation result of the proposed
method. The solid horizontal line and the dashed lines rep-
resent the calculated failure probability and 95% confidence
interval obtained from 106 Monte Carlo trials, respectively.
From Fig. 7(a), the proposed method required approximately
24k simulations to achieve equal accuracy as that of 106 Monte
Carlo trials. This corresponds to 40× speed-up. Note again that
the failure probability is adjusted to be high. In more realistic
situations where failure probability of an SRAM cell is very
low, calculation using the naive Monte Carlo is impossible.

The comparison of two methods are conducted for the
other gate bias settings. Fig. 7(b) shows the calculated failure
probability when the duty ratio is set to be 0.5. In this case, the
same initial particles are used as that of previous calculation.
We can see that roughly half of the number of transistor-
level simulations is sufficient to achieve equal accuracy as that
shown in Fig. 7(a).

Based upon the developed method, it becomes possible
to study the effect of RTN. We here investigate how duty
ratio 𝛼 affects the failure probability of the SRAM cell for
the first time. Fig. 8 shows the relationship between failure
probabilities and duty ratios calculated using the proposed
method. The sample points and error-bars show the calculated
failure probability and 95% confidence intervals, respectively.
In this example, the failure probability reaches a minimum
when the duty ratio equals to 0.5, i.e. the cell stores “0” and
“1” at the same probability. We also notice that Fig. 8 displays
almost bilateral symmetry. This comes from a symmetric
structure of an SRAM cell. The failure probability calculated
without the impact of RTN was 1.33× 10−4, which indicates
that the conventional methods that ignore the impact of RTN
give a six times optimistic estimation. The consideration of
the impact of RTN is definitely required to realize accurate
reliability design of modern circuits.

The total number of simulations required to obtain Fig. 8
was about 2 × 105 with our method. Let us recall that the
failure probabilities in Fig. 7 were 10× higher than that of
Fig. 8 and that 106 samples were required for naive Monte
Carlo. Considering the square root dependence of the accuracy
improvement to the number of samples, the naive Monte Carlo
method would require at least 1.1 × 109 (= 108× 11 bias
conditions) samples to obtain Fig. 8. Hence, the proposed
method achieves over 5500× speed-up compared to the naive
method.

V. CONCLUSION
In this paper, we proposed a novel SRAM failure prob-

ability calculation method which can take into account the

impact of RTN. What makes the consideration of RTN difficult
is that the statistics of RTN has gate bias dependence and
multiple failure probability calculations are required to ensure
an SRAM cell reliability. We introduced particle filters in order
to estimate the optimal alternative distribution for importance
sampling. Combined with a classifier to reduce the number
of required transistor-level simulations, the proposed method
achieved 15.6× speed-up compared to one of the state of the
art method [8]. The relationship between gate bias conditions
and the failure probability of the SRAM cell was presented
for the first time. In our experiment, the failure probability
of the SRAM cell calculated with consideration of the impact
of RTN is about six times higher than that calculated without
the impact of RTN, which indicates that the impact of RTN
must be taken into account for ensuring the modern circuit
reliability.
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