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Abstract—3GPP long term evolution (LTE) enhances the wire-
less communication standards UMTS and HSDPA towards higher
throughput. A throughput of 150 Mbit/s is specified for LTE
using 2×2 MIMO. For this, highly punctured Turbo codes with
rates up to 0.95 are used for channel coding, which is a big
challenge for decoder design. This paper investigates efficient
decoder architectures for highly punctured LTE Turbo codes.
We present a 150 Mbit/s 3GPP LTE Turbo code decoder, which
is part of an industrial SDR multi-standard baseband processor
chip.

I. INTRODUCTION

The outstanding forward error correction capabilities of

Turbo codes [1] made them part of many today’s communica-

tions standards. These include 3GPP UMTS with its increased

throughput extensions HSDPA and HSUPA and its long term

evolution (LTE) [2]. While these standards’ initial application

was video telephony with limited throughput requirements,

they are now tailored for high throughput mobile internet

access. Downlink data rates of 75 Mbit/s per spatial MIMO

stream with up to 4 MIMO layers are specified for LTE [3].

To provide this high throughput LTE Turbo codes are highly

punctured. While for UMTS a code rate of 1/3 was used, LTE

Turbo codes are punctured to a code rate of 0.95 for maximum

throughput of 150 Mbit/s for 2 layers and of 300 Mbit/s for 4

layers, respectively.

High throughput Turbo Code (TC) decoder architectures

have to split a received data block into so called windows

for parallel decoding. An acquisition process estimates the

initial values at the window borders. The accuracy of this

acquisition depends on the number of available channel values.

Decoding highly punctured TC requires a very long acqui-

sition to incorporate an adequate number of channel values

for a communications performance near to that of the non-

windowed, continuous decoding. This acquisition results in a

considerable amount of additional area, latency, and power.

Thus, for highly puntured TC, it is a challenge to reach a

communications performance near to continuous decoding at

very high throughput, low power and area consumption. This

paper presents a 150 Mbit/s 3GPP LTE compliant TC decoder

and to the best of our knowledge for the first time a thorough

investigation of the decoding problems for highly punctured

TC.

The paper is structured as follows. After a brief introduction

in TC decoding in Section II, previously published decoder ar-

chitectures are presented in Section III. Section IV investigates

parallel TC decoder architectures. In Section V, the acquisition

length for the decoding of highly punctured LTE TC is

discussed. Further, we investigate the scalability of different

TC decoder architectures to a throughput of 300 Mbit/s and

higher for upcoming releases of LTE. The implementation of

a 150 Mbit/s 3GPP LTE compliant TC decoder is presented in

Section VI.

II. TURBO CODE DECODING

For TC decoding a complete data block is iteratively pro-

cessed in a loop which comprises two component decoders us-

ing the Log-MAP algorithm [1]. These two decoders exchange

so called a posteriori probability information (Λe). The itera-

tive exchange continues until a stopping criterion is fulfilled.

A general TC decoder structure is shown in Figure 1. The

decoder receives three different sequences of soft values which

are denoted as systematic (λ s) and parity information (λ p0 ,

λ p1), respectively. The systematic information corresponds to

the original transmitted data sequence. The parity information

is generated by two recursive convolutional encoders. One

encoder works on the original data sequence and the other

one on an interleaved sequence to destroy correlations.

Fig. 1. General Turbo code decoder

The Log-MAP algorithm computes the probability for each

bit to have been sent as dk = 0 or dk = 1. Given the received

channel values λ and potential a priori information, the

logarithmic likelihood ratio (LLR) of these probabilities is

denoted as:

Λd,k = ln
Pr{dk = 0|λ}

Pr{dk = 1|λ}
(1)

It can be calculated using the state metrics αm
k and β m′

k+1

referring to the encoder states and the branch metrics γm,m′

k,k+1

referring to the state transitions. The α- and β -metrics are
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gathered in a forward and backward recursion, respectively:

α
(m′)
k+1 = min∗

∀m

(

α
(m)
k + γm,m′

k,k+1

)

(2)

β
(m)
k = min∗

∀m′

(

β
(m′)
k+1 + γm,m′

k,k+1

)

(3)

where min∗ is a minimum selection with an additional cor-

rection term resulting from the transformation of the addition

into the logarithmic domain.

Equation 1 shows that a Λd,k of 0 yields a propability of

Pr{dk = 0|λ} = Pr{dk = 1|λ} = 1
2
. This can be exploited to

perform so called puncturing. If a code rate higher than the

base rate of 1/3 is desired, redundant information is removed

(punctured) from the original rate 1
3

stream created by the

encoder. These removed bits are replaced in the decoder by

an LLR value Λd,k = 0.

The Max-Log-MAP algorithm uses the min operation in-

stead of min∗. This leads to a slight loss in communications

performance which is reduced to less than 0.1 dB if the

exchanged soft values between the component decoders are

scaled by a so called extrinsic scaling factor (ESF) [4].

The data dependency of the state metrics calculation (see

Equations 2, 3) throughout a whole block can be loosened by

starting the recursion on arbitrary positions in the block with

approximated initialization values. This technique is called

windowing. It allows memory and latency reduction at the

expense of additional computations. The resulting sub-blocks

can be mapped to individual decoders for parallel processing

and thus for high throughput. In this case, a recursion on a

certain number AL of preceeding bits must be performed to

obtain sufficiently accurate estimates. This is called acquisi-

tion.

The length of the acquisition at the window borders is criti-

cal for highly punctured codes. A method to avoid acquisition

at the cost of additional decoding iterations is next iteration

initialization (NII) [5]. Using NII the final state metrics are

exchanged and used for initialization in the next iteration.

III. RELATED WORK

Previously published high throughput architectures for de-

coding 3GPP TC are summarized in Table I. Most of the

published decoders applying acquisition [6]–[9], [11], [12]

perform not more than 64 acquisition steps. We will see later

that these acquisition lengths are not suitable for decoding

high-rate LTE TC. Using next iteration initialization instead

of acquisition [13], [14] also does not achieve the required

communications performance which has to be near to non-

windowed, continuous decoding in the limit of 6 to 7 decoding

iterations for the specified thoughput of 150Ṁbit/s. Note that

for 100 Mbit/s LTE [10], [13] a code rate of about 2/3 (2 MIMO

layers) is used. In this case, a smaller acquisition length or NII

is sufficient.

Recently, Kim and Park published a decoder prototype for

LTE and WiMAX [15]. The proposed architecture consisting

of 8 parallel SMAP units with radix-4 recursion units provides

a throughput of 186 Mbit/s at 8 iterations and 250 MHz. This

Fig. 2. Windowing schemes: (a) parallel SMAPs, N=4; (b) XMAP

points to the fact that the decoder performs 128 acquisition

steps. This complies with our results in Section V.

IV. PARALLEL TC DECODER ARCHITECTURES

Parallel decoder architectures are key for high throughput.

Parallelism can be applied on all levels of the TC decoder

design [8]. On the system level, several TC decoders can be

implemented in parallel. The throughput nearly linearly scales

with the number of TC decoders while the decoding latency is

still equal to that of a single decoder. Such an architecture has

a low architectural efficiency and high latency which makes it

infeasible under strong latency constraints.

High throughput and low latency TC decoders are using

the windowing scheme to split the block into sub-blocks.

Decoding is distributed on parallel working MAP units or the

MAP decoder itself is parallelized. Other techniques can be

applied on lower levels, e.g., replacing the radix-2 unit for

state metrics calculation by a radix-2n unit to process several

bits simultaneously [6], [16].

The most widely used parallel decoder architecture is based

on parallel working MAP decoders [6]–[8], [10]–[12], [17].

In this architecture, a data block of length BL is divided

into N sub-blocks of length SBL. Each sub-block is again

divided into several windows of length WLS. Each sub-block

is processed independently by a dedicated MAP decoder. The

corresponding sub-block trellis in such a MAP decoder is

serially processed on window level. Thus, it is called SMAP in

the following. Each SMAP decoder produces at maximum one

LLR per clock cycle and uses two recursion units to perform

one forward- and backward-recursion step in each clock cycle

and one additional recursion unit for acquisition in parallel.

The resulting processing order for the three recursion units is

shown in Figure 2 (a). The recursion unit for acquisition can

be omitted if NII is used. Dotted lines indicate the acquisition

steps. Solid lines symbolize forward and backward recursion

steps, respectively. Thick lines indicate that the LLR output

calculations is performed in parallel to the corresponding

backward recursion.



TABLE I
PREVIOUSLY PUBLISHED HIGH THROUGHPUT 3GPP TC DECODER ARCHITECTURES

Work Standard(s) Architecture WL AL Throughput @ iter. @ fC Tech- Area Power

[Mbit/s] [MHz] nology [mm2] [mW]

[6] HSDPA Single SMAP unit with 3
radix-4 recursion units

40 40 21.6 6 129.6 180 nm 14.5 956

[7] HSDPA Single SMAP unit with 3 re-
cursion units

40 40 20.2 5.5 246 130 nm 1.2 61.5

[8] UMTS Multiple parallel SMAP units
with 3 recursion units

20 20 60
(8 SMAP)

6 166 180 nm 16.0 650

[9] 3GPP Fully pipelined XMAP 4–16 20 308
(WL=8)

6 500 130 nm 3.8 –

[10] LTE, WiMAX 4 parallel SMAP units – – 100 – – – – –

[11] Multiple Multiple parallel SMAP units
with 3 radix-4 recursion units

64 64 758
(64 SMAP)

6 256 130 nm 13.1 573

[12] Multiple 32 parallel SMAP units with
3 radix-4 recursion units

≤ 64 ≤ 64 711 6 200 65 nm – –

[13] Multiple Unified ASIP architecture for
Turbo and LDPC decoding

1 Only
NII

100
(LTE TC)

– 333 45 nm 0.23
(logic
only)

230

[14] Multiple Multiple ASIPs, 2 recursion
units per ASIP

64 Only
NII

128
(WiMAX TC,
8 ASIP)

5 400 90 nm 3.96 –

[15] LTE, WiMAX 8 parallel SMAP units with 3
radix-4 recursion units

128 128 186
(LTE TC)

8 250 130 nm 10.7 900

This
work

LTE (punctured up to
rate 0.95)

XMAP, 8 LLRs per cycle, 4
recursion operations folded to
one recursion unit

32 96 150 6.5 300 65 nm 2.1 300

In contrast to the SMAP architecture, which processes

several sub-blocks in parallel on individual MAP decoders,

the XMAP architecture [9], [18] processes a single window at

a time. The corresponding window calculation is performed by

a monolithic fully pipelined MAP engine. Again, a data-block

is partitioned into BL/N windows of length WLX = N. The

spatial processing of the XMAP pipeline is shown in Figure 2

(b). The recursions in each window are fully unrolled and

pipelined. Every cycle a complete new window is fed into

the decoder yielding WLX decoded LLRs per clock cycle. For

lower throughput requirements, H recursion operations can be

folded onto a single recursion unit, i.e., the recursions are only

partially unrolled. In this case the XMAP decoder calculates
WLX

H
LLRs per clock cycle.

The XMAP architecture takes advantage of the limited

lifetime of the state metrics. This can be exploited to reduce

the storage requirements yielding smaller area and energy.

This architecture was presented for the first time in [18].

Later, Mansour and Shanbhag [19] have theoretically proven

the optimality of the XMAP architecture for a pipelined

windowing scheme with respect to the state metrics memory.

A comparison of the parallel SMAP and XMAP architecture

is shown in Table II. For moderate acquisition lengths the

XMAP needs less recursion units than a parallel SMAP

decoder. However, this turns around for very long acquisitions.

As will be shown in Section V, LTE requires very long acqui-

sitions for high code rates. Though, the disadvantage of long

acquisitions can be absorbed by folding as described above

and by applying next iteration initialization (see Section V) in

combination with acquisition.

The window length WLX = N ·H in an XMAP decoder is

usually smaller than the window length WLS in an SMAP

TABLE II
PARALLEL TURBO DECODER ARCHITECTURES

N parallel SMAP XMAP

2 ·N for AL = 0

# recursion 3 ·N for 0 < AL ≤WLS

units 4 ·N for WLS < AL ≤ 2WLS
2 ·

(

AL

H
+N

)

...

MAP latency AL+2 ·WLS AL+N ·H

state metrics N ×WLS ×S ·bwαβ
N2 ·H

4
·S ·bwαβ bits

memory
dual-port RAMs register pipeline

NII memory
2 ·

BL

WLS

×S ·bwαβ 4 ·
BL

N ·H
×S ·bwαβ

single-port RAM single-port RAM

bwαβ : bit width of state metrics

S: number of encoder states (8 for LTE TC)

decoder, which results in a smaller latency and a consider-

ably smaller amount of state metrics storage. Note that the

quadratic scaling of the state metrics memory with N for the

XMAP can be broken by processing more than one window

in the decoder pipeline [19] for large N.

Due to the both-sided acquisition at every window, the

XMAP decoder requires double the memory for NII. However,

this memory is relatively small compared to the state metrics

memory and channel value cache.

A higher degree of parallelism N becomes mandatory for

further throughput increase to 300 Mbit/s or higher in upcom-

ing LTE releases. For a higher N, like 16, 32, 64,

• the XMAP shows an improved communications perfor-

mance due to less acquisitions,

• the MAP latency becomes the determining factor for

decoding throughput. Due to the pipelined processing,

the XMAP latency can be completely hidden by mul-



tiplexing the half-iterations of two Turbo code blocks.

For an SMAP architecture, this is only possible with a

disproportionally large overhead.

Interleaving

In parallel architectures multiple extrinsic values are pro-

duced per clock cycle. These values have to be interleaved,

i.e. they must be fetched from and stored to the memory at

the same time. For that, the extrinsic memory is partitioned

into smaller memories to allow for concurrent, independent

read and write operations. Nevertheless this scrambling can

still result in memory access conflicts which occur in those

cases where multiple values are addressed in the same physical

memory in the same clock cycle. Various techniques exist to

solve these conflicts at design-time or run-time [11], [20]–[23].

LTE adopts quadratic permutation polynomial (QPP) inter-

leavers for Turbo coding [2] to avoid conflicts at run-time. The

interleaver is defined as:

Π(i) = ( f1 i+ f2 i2) mod BL (4)

It has been shown in [24] that QPP interleavers are free of

memory access conflicts if the number of parallel processed

sub-blocks, i.e. the number of SMAPs, is a factor of the

interleaver length. Note that this is only valid if all component

decoders access the memory in the same order. Therefore, the

latency of the SMAP cannot be reduced by applying a double

windowing scheme as proposed in [8].

For conflict-free interleaving in an XMAP architecture each

memory m(i) = Π(i) mod N with i ∈ [wN,(w + 1)N − 1], w

is an integer, 0 ≤ w < BL
N

, has to be accessed exactly once.

Assuming that N is a factor of BL, it is obvious that:

Π(i) ≡ Π(i+w ·N) mod N (5)

Using (5) and the fact that an interleaver generates each

address Π(i) for i ∈ [0,BL− 1] exactly once, we can prove

that for XMAP decoders interleaving is also conflict-free if N

is a factor of the interleaver length.

In summary, although the XMAP decoder has some disad-

vantages to the SMAP approach in some aspects, the better

scalability and advantages for future very high throughput

requirements dominate.

V. ACQUISITION LENGTH IN LTE TC DECODER DESIGN

The maximum data rate of UMTS Rel. 99 was 384 kbit/s at a

code rate of 1/3. In the meantime, UMTS has been advanced to

HSDPA and further to LTE which apply different techniques

to improve the data rate. Among these techniques a higher

code rate is used, generated from the rate 1/3 mother code by

puncturing. For LTE, the throughput of coded bits is limited

to 80 Mbit/s per spatial MIMO stream of 20MHz channel

bandwidth with 64QAM. To achieve a payload throughput

of 150 Mbit/s with 2×2 MIMO a highly punctured TC of

rate 0.95 is used. For such a highly punctured code, many

bits of the rate-1/3 stream are removed, e.g., only 6452 out

of 18444 encoded bits are transmitted for a block of 6144

information bits. As already mentioned the acquisition length
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UMTS, BL=5114, R=0.33, WL=AL=32

UMTS, BL=5114, R=0.33, no windowing

LTE, BL=6144, R=0.75, WL=AL=32

LTE, BL=6144, R=0.75, WL=AL=64

LTE, BL=6144, R=0.75, no windowing

LTE, BL=6144, R=0.95, WL=AL=128

LTE, BL=6144, R=0.95, WL=AL=32

LTE, BL=6144, R=0.95, no windowing

Fig. 3. Frame error rate (FER) for different code rates R and acquisition
lengths AL

for such highly punctured codes is a big challenge in decoder

design. Here we investigate for the first time this problem for

high throughput LTE TC decoding.

In Figure 3, the communications performance with different

acquisition lengths is compared to the (optimal) performance

of continuous, non-windowed decoding. For the rate 1/3 UMTS

TC an AL of 32 yields optimal performance. Decoding a

rate 3/4 LTE TC with AL=32 results in a higher error floor,

whereas decoding with AL=64 obtains the same performace

as continuous decoding. The decoder practically refuses to

work with AL=32 for a rate 0.95 LTE TC. In this case, an

acquisition of 128 steps is necessary. Here the simulation

results for the widely used parallel SMAP architecture are

presented. Simulations with an XMAP TC decoder showed

similar results.

Reducing the acquisition length is beneficial for area, la-

tency, and energy. This can be achieved using NII. NII so far

was only used to avoid any acquisition. The communications

performance for a rate 0.95 LTE TC applying NII is shown in

Figure 4. Even with a window length of 128, NII instead of

acquisition is not sufficient for this code rate at 6.5 iterations.

Here we propose for the first time to combine NII and

acquisition. Only in the first iteration the acquistion is initial-

ized with states of equal probability. In each iteration, state

metrics for initializing the acquistion in the next iteration are

stored. NII in combination with 32 acquisition steps yields

still a performance loss of about 0.3 dB. Applying NII in

combination with an acquisition of 64 steps shows nearly the

same convergence as the decoder with AL=128 at the same

number of decoding iterations. Moreover, the decoder with

AL=128 has double the latency as the decoder with AL=64

and NII. Hence, it can run only 6 instead of 6.5 iterations

for the same throughput which yields a degradation in the

communications performance. Furthermore, the decoder with

AL=64 requires only 50% of the memory for state metrics

and input value caches, whereas the additional memory for

NII is relatively small (see Table II). So, in total, the memory

is reduced.
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Fig. 5. LTE TC with code rate 0.95, XMAP and SMAP architectures.

An acquisition of 96 steps is necessary for the XMAP

architecture, which is shown in Figure 5. It is longer compared

to the acquisition in the SMAP decoder due to the both-sided

acquisition at every window.

VI. LTE TC DECODER IMPLEMENTATION

Based on the investigations presented in the previous sec-

tions we implemented an LTE compliant TC decoder based

on the XMAP architecture. The peak throughput for large

frame sizes slightly exceeds the required 150 Mbit/s at 6.5

iterations and 300 MHz. The 300 MHz frequency constraint

was imposed by the baseband chip in which the LTE TC

decoder is embedded. The corresponding parameters are listed

in Table III. The decoder architecture is shown in Figure 6.

I/O memories are doubled to hide the latency of input and

output data streaming.

TABLE III
TURBO DECODER PARAMETERS

Algorithm Max-Log-MAP with ESF of 0.75

Number of half-iterations run-time configurable

Throughput 153 Mbit/s (BL=6144, 13 half-
iterations, 300 MHz)

Channel value quantization 6 bit

Extrinsic value quantization 7 bit

State metrics quantization 11 bit

Frame sizes All LTE frame sizes

Code rate R Up to 0.95 (by external puncturing,
interface for R=1/3)

Architecture XMAP

Window length WLX 32

Acquisition length AL 96

Recursion unit folding factor H 4

Fig. 6. Decoder architecture

The LTE standard mandates that a CRC is added to every

turbo code block. This CRC is used to stop the iterative decod-

ing process as soon as possible. Due to the high puncturing,

the decoding process can oscillate, i.e., although the decoder

converges to a valid code word in the nth half-iteration, the

code word after the n+1th half iteration is invalid again. To

avoid this, we implemented a scheme that allows to check

the CRC after every half-iteration. Due to interleaving, this

scheme requires two CRC units, see Figure 6.

Interleaver addresses are generated on-the-fly. Existing in-

terleaver generator architectures [25], [26] generate one ad-

dress per cycle. The interleaver addresses (see Equation 4)

can be calculated recursively:

Π(i+1) = (Π(i)+ f1 + f2 +2 f2 i) mod BL (6)

with Π(0) = 0 and an interleaver length of BL. For f1 and

f2 see [2]. A parallel architecture like the XMAP with N=8

requires the calculation of 8 addresses per clock cycle in par-

allel with steps of 8, respectively. We therefore implemented

generators which calculate the addresses:

a(Π(i+8)) = (a(Π(i))+ f1 +8 f2 +2 f2 i) mod (BL/8) (7)

The decoder has been synthesized using Synopsys design

compiler under the conditions listed in Table IV, placed and

routed, and integrated in an industrial SDR chip. The chip



TABLE IV
PROCESS PARAMETERS

Process technology 65 nm Low Power CMOS Process

Operational voltage 1.1 V

Clock frequency 300 MHz

TABLE V
POST-LAYOUT AREA RESULTS

Component Area

Memory (I/O, extrinsic, NII) 1.13 mm2 (54 %)

XMAP Core 0.84 mm2 (40 %)

Controllers, Interleaver generators, CRC 0.13 mm2 ( 6 %)

∑ 2.10 mm2

has left the tape-out phase and is currently in the sample

production. In the case that the Decoder is 100% loaded, power

estimation shows a power consumption of about 300 mW with

a voltage of 1.1 V and a temperature of 100 ◦C. An operational

voltage of 1.1 V is optimal with respect to power at the target

frequency of 300 MHz. Area results after place and route

are shown in Table V. The colors correspond to the colored

partitions in Figure 6. The XMAP core including the state

metrics storage consumes only 40% of the overall area.

VII. CONCLUSION

In this paper, we have presented a 3GPP LTE compliant

Turbo code decoder which provides a throughput of 150 Mbit/s

at 6.5 decoding iterations and 300 MHz clock frequency with

a power consumption of about 300 mW. The decoder has been

integrated in an industrial SDR chip in 65 nm low power

CMOS process. The architecture has a very good scalability

for further throughput demands. Special emphasis was put on

the problem of acquisition in highly punctured LTE Turbo

codes with code rates up to 0.95. We considerably reduced

the high acquisition length needed for this code rate by

implementing NII in addition to the acquisition.
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