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Abstract—Aggressive scaling to nanometer CMOS technologies
causes both analog and digital circuit parameters to degrade over
time due to die-level stress effects (i.e. NBTI, HCI, TDDB, etc).
In addition, failure-time dispersion increases due to increasing
process variability. In this paper an innovative methodology to
simulate analog circuit reliability is presented. Advantages over
current state of the art reliability simulators include, among
others, the possibility to estimate the impact of variability and
the ability to account for the effects of complex time-varying
stress signals. Results show that taking time-varying stress signals
into account provides circuit reliability information not visible
with classic DC-only reliability simulators. Also, variability-aware
reliability simulation results indicate a significant percentage of
early circuit failures compared to failure-time results based on
nominal design only.

I. INTRODUCTION

Increasing reliability challenges due to high electric fields

in modern CMOS technologies raise the need for reliability-

aware design. According to the ITRS roadmap both analog and

digital ICs start to suffer from die-level reliability phenomena,

e.g. Negative Bias Temperature Instability (NBTI) and Hot

Carrier degradation (HC) [1], [2]. Statistical circuit analysis

through accelerated stress testing (i.e. Test For Reliability or

TFR) becomes too expensive due to an increasing demand for

very low failure rates.

To cut the costs and solve reliability problems in the design

phase of an IC, a need for process variability-aware reliability

simulators arises (i.e. Design For Reliability or DFR). Both the

TFR and DFR design cycle are indicated on Fig. 1. Bestory et

al. [3] used behavioral circuit models to calculate the circuit

reliability under process variations. This approach, although

it is fast, lacks accuracy especially in nanometer CMOS

when short-channel effects, usually not included in behavioral

models, come into play. Others [4], [5] used circuit simulations

based on SPICE netlists to increase simulation accuracy, but

focused their work on digital circuits, performing only a

DC operating point analysis to calculate the degradation. For

analog circuits DC-only analysis is too inaccurate and provides

little or no information regarding true circuit reliability.

Section II of this paper discusses the development of

degradation models for the most important die-level reliability

issues degrading analog circuits. Sections III and IV propose a

variability-aware reliability simulation methodology optimized

for the simulation of analog ICs in nanometer technologies.

A Monte-Carlo loop is used to include statistical variations

Fig. 1. Design cycle with DRF loop.

while simulating the reliability of a circuit. This allows to

perform a failure rate analysis for any failure criterion. The

methodology is demonstrated on a very common analog circuit

in section V. Results show that, although simulations with

nominal component values do not always indicate a reliability

problem, variability-aware simulation can reveal a significant

part of the initially working devices to fail early. Finally

conclusions are drawn in section VI.

II. DEGRADATION MODELS

In this work we discuss models for HC degradation and

NBTI, which are considered to be the most important phe-

nomena for analog circuits. Both phenomena affect different

transistor parameters (e.g. the threshold voltage VTH , the

carrier mobility β and the output conductance go). However,

since expressions for all degrading transistor parameters can be

derived from the threshold voltage VTH [6], we will continue

to work with VTH from here on. The time-dependent behavior

of VTH can, for both HC and NBTI, be described as a power-

law function of time [7]:

VTH = VTH0 + Atn (1)

A = f(VDS , VGS , VTH0, T, W, L, . . . ) (2)

where VTH0 is the initial threshold voltage (for an unstressed

device) and n is a degradation parameter related to the type

of degradation effect (about 0.5 for HC and 0.18 for NBTI).

A is a function of geometrical (e.g. L), environmental (e.g.

temperature T ) and process-related (e.g. VTH0) transistor

parameters. Although we consider both degradation effects

to be deterministic on their own (they are controlled by a

deterministic diffusion process [7]), degradation dispersion

occurs due to statistical variations of process-related and
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geometrical transistor parameters:

σ2(∆VTH) =

[

1 +
dA

dVTH0
tn
]2

σ2(∆VTH0) + tnσ2(∆A)

(3)

Equation (3) is already quite complex, although it assumes no

correlation between different transistor parameters and only a

small deviation of VTH from VTH0. The equation indicates

how different, statistical transistor parameters induce disper-

siveness in the degradation of different, identically designed,

transistors.

The degradation models in this work are based on what

is available in literature today. Both NBTI and HC increase

exponentially with the stress voltage [2]. Therefore, the effect

of time-varying stress signals must be included in the model

to assure a sufficiently accurate degradation calculation. Also,

prior degradation already present in the transistor must be

taken into account. A general degradation model, valid for

both NTBI and HC, can be deducted from [8]:

VTH(t) =

[

V ′

TH
1/n

+

(

Cexp

(
βVGS

α

))1/n

(t − t′)

]n

(4)

where V ′

TH represents the degradation present at time t′ and

α is a process-dependent parameter, to be determined through

measurements. β is a parameter including the effect of time-

varying stress signals with an average value VGS . C is a

parameter that is a function of other transistor parameters

(e.g. VDS , T , L, ...) and is different for either degradation

phenomenon. We already presented a HC degradation model

in previous work [6]. For NBTI, values for the process-related

parameters in equation (4) are extracted from measurement

results in [9].

III. RELIABILITY SIMULATION FOR ANALOG CIRCUITS

Here we present a novel and efficient method for reliability

simulation. It uses a short transient simulation that provides

accurate information about the stress at every circuit node,

while a degradation extrapolation ensures a fast simulation

result. Fig. 2 gives a schematic representation of this reliability

simulation algorithm. The input to the simulator is a fresh

(i.e. unstressed) netlist. A transient simulation over time Ttr

with step size ttr is performed on the input netlist. As circuit

input a periodic time-varying signal, vin(t), with period Tin

is applied.

Ttr = npTin with vin(t) = vin(Tin + t), ∀t (5)

ttr = Ttr/ntr (6)

where np is the number of periods of the input signal and

ntr the number of transient simulation points. Typical values

are np = 1 and ntr = 10. The impact of completely arbitraty

(i.e. non-periodic) input signals can only be calculated using

a transient analysis over the entire operating period of the

circuit; obviously this is not feasible. However, the operation

of most electronic systems is based on the execution of

periodically executed algorithms (e.g. MPEG encoding). The

Fig. 2. Schematic representation of the presented degradation simulation
method with short transient simulation and degradation extrapolation.

restriction to periodic input signals is therefore not considered

as a real limitation to this reliability simulation method. Once

the stress pattern on every transistor node is calculated from

this initial simulation, it is extracted and passed on to a

degradation model (also see Fig. 2). The degradation model is

set up as described in section II and extrapolates the transistor

degradation to the desired circuit operation time. Finally, a

degraded version of the netlist is created as an output [10]. A

designer can use this output to study the impact of degradation

on the circuit specifications.

The simulation algorithm has a linear complexity O(n) with

respect to the number of transient simulation points ntr per

simulation time-step ns (see equations (5) and (6)):

tsim ∼ nsntrnmos (7)

where nmos is the number of transistors in the circuit and

tsim the circuit simulation time. A good value for ns strongly

depends on the topology of the circuit and the nature of the

input signals, but is typically around 10.

IV. VARIABILITY-AWARE RELIABILITY SIMULATION

Modern nanoscale CMOS technologies exhibit an increasing

process variability which sharpens dispersion of the failure-

time. In section V we will shown that a fair amount of product

samples can have an early failure-time due to local and global

process variations.

Algorithm 1 gives a pseudo-code version of how process

variability is dealt with in this paper. A Monte-Carlo (MC)

simulation is used to obtain nmc random samples of the same

circuit. On each MC version of the circuit a reliability analysis

is performed using the reliability simulator described in section

III. For every specification P , the MC-based simulation gen-

erates a Pns×nmc matrix (with ns the number of time points

in every reliability simulation). At every time point k from 1
to ns an appropriate distribution function (PDF) fk is found

using the data in Pns×nmc [k, :]. The top picture of Fig. 3 gives

the parameter density function for a performance specification

P of an arbitrary, non-existing, circuit at time Td = 0 and after

an arbitrary stress time. Clearly, the distribution is shifted with



Fig. 3. Illustration of PDF time-behavior for a performance specification P
and the resulting failure DF with failure criterion θ.

time and some samples now fail the performace criterium θ.

To find a good expression for fk, a chi-square goodness-of-fit

test is used with test statistic:

X2 =

n∑

i=1

(Oi − Ei)
2

Ei
(8)

where Oi is the observed frequency for bin i and Ei is the

expected frequency for bin i. Finding fk allows to get a more

accurate prediction of the failure rate wθ[k], with θ the failure

criterion for specification P . The bottom picture of Fig. 3

illustrates how a failure density function wθ[k] is fitted with a

generalized extreme value (GEV) distribution, indicating the

failure-time distribution of the circuit.

In contradiction to [3], this work uses a SPICE-netlist-based

reliability simulation (see section III) to analyze the failure

rate. This provides a more accurate and detailed picture of

how a circuit will behave under degradation, especially for

nanometer CMOS where short-channel effects are emerging.

Today’s computer power allows us to simultaneously perform

multiple Monte-Carlo simulations, enabling reasonably fast

simulation times.

V. RESULTS

To illustrate and validate the variability-aware reliability

simulation methodology presented in this paper, a typical

analog circuit, being an LC-VCO, is analyzed. The degradation

models for both HC and NBTI used in the simulator are veri-

fied and characterized through measurements on single devices

[9], [6]. The example is simulated in a 90nm technology. Using

one core of an Intel Dual Xeon Quad 2833 one MC run took,

for this example, only 30 seconds.

Fig. 4 shows a schematic of the LC-VCO under study.

Large voltages at the drains of the cross-coupled transistor-pair

cause these transistors to suffer from hot carrier degradation.

Fig. 5 shows the effect of degradation on both the oscillation

frequency and the output swing for nominal design parameters

(no statistical variations). The frequency of the LC-oscillator

Algorithm 1 VARIABILITY AWARE SIMULATION

1: for all MC samples q in range 1 to nmc do

2: Perform Monte Carlo simulation and calculate degraded

specifications using section III

.MC runnb=q

−→
Pq = f

(

−−−−→
∆VTHj

,

−−−→
∆goj

goj

,

−−→
∆βj

βj

)

with j = {1, 2, . . . , nmos} and
−→
Pq ∈ R

ns

3: end for

4: Create performance array

Pns×nmc ∈ R
ns×nmc = {

−→
P0;

−→
P1; . . . ;

−−−→
Pnmc

}

5: for all time-steps k in range 1 to ns do

6: Define Cumulative Distribution Function (CDF) array

Fk = {EXP,NORM,GEV, . . .
︸ ︷︷ ︸

nd

}

7: for all distributions d in range 1 to nd do

8: Determine appropriate distribution

∀u ∈
−→
Pk = Pns×nmc [k, :], u ∼ Fk[d]

⇔ X2
k,d ≥ X2

(α,nmc−κ) & X2
k,d > X2

k,d′ ,∀d′ 6= d

with γ the degrees of freedom for Fk[d],
significance level α and X2

k,d using equation (8)

9: end for

10: Calculate failure rate CDF

wθ[k] = Fk[d](x = θ)
11: end for

Fig. 4. Low phase noise LC-VCO.

is not affected by degradation; the output swing, however,

decreases over time. After 6 months, the oscillator output

swing has already reduced to less than 75% of the original

output swing and in one year time the oscillator stops working

due to transistors subjected to time-varying stress signals.

Fig. 5 indicates how the oscillator output swing has already

reduced to less than 75% of the original output swing after

only 6 months.

Also drawn on Fig. 5 is the simulation result for a DC-only

reliability simulation, not showing this degradation behavior

at all. To estimate the impact of transistor degradation under

process variability, a formula for the variance of the output
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Fig. 5. Nominal time-dependent frequency and output swing behavior of the
VCO under hot carrier stress.

voltage swing can be derived:

σ2

(
∆Vout

Vout

)

= σ2

(
∆β

β

)

+

(
2

VGS − VTH

)2

σ2 (∆VTH)

(9)

where σ2 (∆VTH) is given by equation (3) and σ2 (∆β) can

be derived from (3) using [6]. Equation (9), however, provides

little or no insight in the effect of process variability on the

degradation of the circuit specifications. The methodology

presented in this paper provides a solution to that problem. Fig.

6(a) shows the behavior of the oscillator, when subjected to

process variability. 300 statistical samples were simulated over

a time-span of 1.2 year in time-steps of 20 days. To study the

failure rate of this circuit, a device is considered as defective

when Vout < 0.6V. Fig. 6(b) shows the failure time dispersion

of the oscillator due to local and global errors of transistor

parameters. Fig. 6(c) gives a Cumulative Distribution Function

(CDF) of the failure rate, fitted with a weibull distribution.

Although a reliability simulation of the nominal circuit (not

including variability) indicates a failure time of 6 months (see

Fig. 5), running a variability-aware reliability simulation shows

that 20% of the circuits already fail in less than 4 months (also

see Fig. 6(c)).

VI. CONCLUSIONS

In this paper, we have proposed an efficient reliability

simulator for analog circuits including the effect of time-

varying stress using a short transient simulation with degra-

dation extrapolation. Additionally a Monte-Carlo-based statis-

tical analysis provides failure rate data for any given circuit

specification. Results have shown this approach to have many

advantages over the current state of the art in reliability

simulators: the simulation methodology presented in this work

indicates failures that DC-only, nominal-only simulation algo-

rithms cannot detect.
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Fig. 6. Variability-aware reliability analysis of an LC-VCO. Dispersion of
the output swing for 300 samples (a). A histogram of the failure rate (b) and
a CDF of the failure-time (c) with failure criterion Vout < 0.6V .
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