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Abstract—Model Checking is an automated formal method for verifying whether a finite-state system satisfies a user-supplied specification. The usefulness of the verification result depends on how well the specification distinguishes intended from non-intended system behavior. Vacuity is a notion that helps formalize this distinction in order to improve the user’s understanding of why a property is satisfied. The goal of this paper is to expose vacuity in a property in a way that increases our knowledge of the design. Our approach, based on abstraction refinement, computes a maximal set of atomic subformula occurrences that can be strengthened without compromising satisfaction. The result is a shorter and stronger and thus, generally, more valuable property.

We quantify the benefits of our technique on a substantial set of circuit benchmarks.

I. INTRODUCTION

Model Checking is an automated technique to verify whether a finite-state design complies with a property given as a temporal logic formula. For certain types of properties, it is possible to compute a witness or a counterexample, attesting to their satisfaction or violation. In general, however, such evidence cannot be succinctly presented, such as in order to confirm a property that universally quantifies over all allowed executions.

This lack of evidence not only diminishes the verification engineer’s confidence in the model checking result, but can also cause errors to go undetected. For example, Beatty and Bryant observed that the LTL property $G(req \rightarrow Fack)$ is satisfied by a model that never asserts $req$ [1], which is likely not intended. Intuitively, a formula holds vacuously if it does so for “unintended reasons”, as in the above case of antecedent failure. Vacuous satisfaction usually indicates a flaw in the design or the property and should be reported to the user.

Formalizing this intuition of vacuity turned out to be challenging; numerous strategies have been investigated (e.g. [2], [3], [4] and others). All these notions have in common that the satisfaction of the invariant is vacuous under certain modifications to the formula (formula vacuity [3]) or the design model (trace and structure vacuity [4]). Invariance under such modifications provides hints where the formula can possibly be strengthened without causing it to fail on the given design. Reporting the satisfaction of a formula stronger than the one supplied by the user substantially improves the model checking result, as it increases the certified knowledge about the design.

In this paper, we present an algorithm that, given a formula $\phi$ and a model $M$ satisfying $\phi$, checks whether a stronger satisfying formula can be obtained for $M$. The algorithm does so by replacing in $\phi$ a maximal number atomic subformula occurrences from some candidate set $C$ by a constant expression that strengthens the overall formula. In the simplest case, $C$ is just the set of all atomic subformula occurrences of $\phi$.

We first describe a principal strategy that explores possible replacements in order to compute a strongest formula. Success or failure in verifying candidate formulas guides the search towards the optimal solution.

We then enhance the principal strategy by exploiting counterexample information of a failed model checking run. If a candidate formula is too strong, we use a path witnessing the failure to narrow the search space before identifying new candidates. This approach can be seen as an instance of counterexample-guided abstraction refinement [5], applied to properties. The result is a maximally strengthened formula shown to hold (or, dually, a weakened formula shown to fail) on a given model. We demonstrate the efficiency of the approach using a significant set of hardware benchmarks.

Related Work

A variety of vacuity notions have been proposed in the literature. Among the earliest, [3] and [2] introduce syntactic vacuity, i.e., vacuity with respect to subformulas and to subformula occurrences, respectively. Efficient algorithms for syntactic vacuity detection for CTL are given in [6]. The semantic notions of vacuity in [4] for LTL are extended to CTL* in [7] and to RELTL in [8]. A detailed discussion on the ramifications of the various notions of vacuity can be found in [9]. A temporal logic query based approach to vacuity detection is presented in [10]. Vacuity detection in the framework of SAT-based bounded model checking is addressed in [11].

Closest to our work, Gurfinkel and Chechik present mutual vacuity [12]. The objective is to find a maximum set of literal occurrences that can be simultaneously replaced by false without causing the property to fail. The authors propose an exponential-time multi-valued model checking algorithm to detect mutual vacuity. We provide a solution to this problem.
for which a two-valued model checker suffices, as they are typically available in industry. Our algorithm is similar in spirit to the one proposed by Chockler and Strichman [13], [14]. They propose an iterative algorithm at the automaton level, which hides literals in the automaton and iteratively adds back a minimum number of literals that give rise to the counterexample. The second step requires solving an NP-complete problem (minimum hitting set). In contrast, we address the problem at the formula level and systematically exploit the relationship between candidate formulae, which allows for a much more cost-effective solution. Moreover, we use counterexample traces to eliminate many candidate formulas without model-checking the entire design.

A recent approach by Chockler et al. determines vacuity values over paths in \( M \), in order to compute the strongest formula that satisfies \( M \) and lies in the Boolean closure of the strengthenings of the original property [15]. Although the approach finds formulas stronger than mutual vacuity does, its complexity seems impractical for large formulas.

II. PRELIMINARIES

Model checking is a technique to verify a finite-state model of a system against a user-specified property [16]. A property is typically given in a temporal logic; we focus in this paper on the linear-time logic LTL [17]. LTL model checking is worst-case exponential in the size of the formula. In case of a failing property, a model checker can provide a finitely representable counterexample evidencing the failure. In this paper, we first transform every LTL formula into a complete lattice, and a subset \( B \) has a least upper bound and a greatest lower bound. Finite lattices are complete. Fig. 1 shows a complete lattice. A group with level \( 1 \) of elements in all groups with level greater than (less than) \( 1 \).

Theorem 1: For two formulae \( \phi_Y \) and \( \phi_X \) such that \( Y \subseteq X \subseteq C \), \( \phi_Y \rightarrow \phi_X \) is valid.

The set \( \{ \phi_Z : Z \subseteq C \} \) of formulae obtained by replacing certain subsets of occurrences in \( C \) by \( \bot \) forms a complete lattice, with the partial order relation given by \( \phi_Y \subseteq \phi_X \) iff \( Y \subseteq X \). Let this formula lattice be denoted by \( L \). The top and bottom elements of \( L \) are \( \phi^{top} = \phi_C \) (all occurrences in \( C \) replaced by \( \bot \)) and \( \phi \) (no occurrences in \( C \) replaced by \( \bot \), respectively. Given \( n := |C| \), the height of the lattice is \( n + 1 \); its width is the binomial coefficient \( \binom{n}{(n/2)} \).

The upward closure of an element \( \phi_Y \in L \) is \( \bigcup_{X \subseteq Y} \phi_X \).

The level of \( \phi_Y \in L \) is \( |Y| \), i.e., the number of literal occurrences in \( \phi \) that are replaced by \( \bot \). The weight imbalance of \( \phi_Y \) is the absolute value of the difference between the size of its upward and downward closure. A group is an antichain in \( L \) containing elements at the same level. The upper (lower) weight of a group with level \( l \) in \( L \) is the number of elements in all groups with level greater than (less than) \( l \).

A group with weight imbalance is said to be balanced. A balanced group is defined similarly.

As an example, the lattice for the formula \( FGa \lor Xb \lor GF(b \lor c) \), with \( C = \{a, b, b \lor c\} \), is given in Fig. 1. Our goal is to compute a top-most element \( \phi^{top} \) in \( L \) that is satisfied by \( M \). Various properties of the formula lattice can be exploited while searching for such an element.

Lemma 1: For any formula \( \alpha \in L \) satisfied by \( M \), \( \phi^{top} \) belongs to \( UC(\alpha) \). For any formula \( \beta \in L \) not satisfied by \( M \), \( UC(\beta) \) does not contain any formula satisfied by \( M \). Given \( \alpha \), the lemma allows us to restrict attention to \( \alpha \)’s upward closure, which can reduce the set of candidate solutions drastically. Analogously, given \( \beta \), the upward closure of \( \beta \) can be eliminated. An algorithm to compute \( \phi^{top} \) shrinks the
solution space after every model checking run, directing the algorithm towards the solution. We now show in more detail how to search through the lattice, with the goal of verifying against \( M \) as few times as possible.

**Exhaustive Search through the Lattice:** Since we are interested in a top-most element in \( L \) that is satisfied by \( M \), a reasonable strategy is to start from the top of the lattice and verify each element \( \phi_Y \) against \( M \) (Algorithm 1). If \( M \models \phi_Y \), we have found a strongest possible solution. If \( M \not\models \phi_Y \), the algorithm eliminates \( UC(\phi_Y) \) (Lemma 1). Note that \( UC(\phi_Y) \) also includes \( \phi_Y \). We point out that the exhaustive technique returns a maximum (not maximal) set of literal occurrences that can be replaced with \( \bot \).

**Algorithm 1** Property Strengthening Using Exhaustive Search

```
EXHAUSTIVE-LATTICE-SEARCH(M, L)
```

**Input:** Model \( M \) with \( M \models \phi \), formula lattice \( L \) (unmarked)

**Output:** a strongest lattice element satisfied by \( M \)

1: while \( \text{true} \) do
2:  
3:  
4:  
5:  
6:  
7:  
8: end while

**Binary Search through the Lattice:** If we select a formula near the top of \( L \), it is likely to be falsified since it is much stronger than the original formula. If we select a formula close to the bottom of \( L \), it is likely to be satisfied, but it may not be a strongest element satisfying \( M \). A better strategy, implemented by Algorithm 2, is therefore to select a most balanced group \( g \) and a most balanced element \( \phi_Y \) within \( g \). If \( M \) satisfies \( \phi_Y \), there is a solution in the upward closure of \( \phi_Y \) (Lemma 1). In this case, the algorithm calls \( \text{BINARY-LATTICE-SEARCH} \) recursively on this closure. Once the number of unmarked elements in the current lattice is 1, the algorithm returns the unique element as a solution.

**Algorithm 2** Property Strengthening Using Binary Search

```
BINARY-LATTICE-SEARCH(M, L)
```

**Input:** Model \( M \) with \( M \models \phi \), formula lattice \( L \) (unmarked)

**Output:** a strongest lattice element satisfied by \( M \)

1: while \( \text{true} \) do
2:  
3:  
4:  
5:  
6:  
7:  
8:  
9:  
10:  
11: end if
12: end while

Using a specialized path checker, with a complexity that is worst-case linear in the size of the formula.

The counterexample test serves as a low-cost way to reduce the set of candidate solutions in the lattice, compared to the exponential cost of model checking every candidate.

We observe that the number of elements in the upward closure of an element with level \( H_1 \) in \( L \) is less than the number of elements in the upward closure of an element with level \( H_2 \) in \( L \) where \( H_1 > H_2 \). That is, verification against the counterexample should be performed from bottom-to-top in order to mark as many elements as possible.

The above strategy may have very limited benefits in terms of the number of times path checking was performed compared to the number of times the formula did not allow the counterexample. The formulae at the bottom of the lattice are weaker and hence, are harder to refute. But, if refuted, they result in large reduction in the size of the lattice. Hence, we propose a strategy similar to binary lattice search to perform the counterexample tests as well. Algorithm 3 implements the strategy. The function \( \text{BINARY-ELIMINATE} \) is recursively called until the formula at the middle of the lattice allows the counterexample. Lines 6 and 10 in Algorithms 1 and 2, respectively are replaced by a call to \( \text{BINARY-ELIMINATE} \).

**Computing a most balanced group and a most balanced element:** If \( M \not\models \phi_Y \), the algorithm eliminates the upward closure of \( \phi_Y \) and uses the counterexample to eliminate further elements. When an element in the lattice is marked, the weight imbalance of all the groups has to be recalculated. This requires tracking the upper weight and lower weight of each group. The weights are updated for all groups each time when an element in the lattice is marked. The weight imbalance of every individual element can be calculated on the fly using the difference between the number of incoming and outgoing edges as a rough indication of the imbalance.

We demonstrate our lattice search algorithms 1 and 2 with and without binary elimination in Algorithm 3 using an example. Consider the Kripke structure \( M \) in Fig. 2 and the property \( \text{FG}a \lor \text{X}b \lor \text{GF} (b \lor c) \). A formula lattice for the property
Algorithm 3 Eliminating lattice elements using counterexample in Binary Search manner

**BINARY-ELIMINATE**(φ	extsubscript{Y}, L)

**Input:** lattice element φ	extsubscript{Y}, lattice L

**Effect:** mark irrelevant lattice elements

1. let π be a counterexample witnessing $M \notmodels \phi_Y$
2. while true do
3. mark all elements in $UC(\phi_Y)$
4. Select a most balanced group $g \in L$
5. Let $\phi_Y$ be a most balanced unmarked element in $g$
6. if $\pi \models \phi_Y$ then
7. return;
8. end if
9. end while

Fig. 2. Kripke structure $M$

with $C = \{a, b, b \lor c\}$ is given in Fig. 1.

**EXHAUSTIVE-LATTICE-SEARCH:** Without the counterexample test, the algorithm refutes false, $FGa, Xb, GF(b \lor c)$, and $FGa \lor Xb$. The next candidate, i.e., $FGa \lor GF(b \lor c)$ is the solution. Observe that the solution does not contain the redundant subformula $Xb$, indicating vacuity.

When the top-most element false is refuted, let the counterexample $\pi_1$ to it be $(S_1)^w$. The counterexample test utilizes $\pi_1$ to discard more elements. Assume that the algorithm chooses the formula $\psi_1 = FGa \lor Xb$ as a most balanced element. Since $\pi_1$ does not allow $\psi_1$, the algorithm now operates on the $UC(\psi_1)$. The algorithm selects $FGa \lor GF(b \lor c)$ as a most balanced element. The element $\psi_1$ allows $\pi_1$ aborting the counterexample test.

Let the top-most element selected be $FGa$ and the counterexample $\pi_2$ to it be $(S_1S_4)^w$. The most balanced element $\psi_1$ does not allow $\pi_2$. The algorithm marks $UC(\psi_1)$. The current balanced level in the dynamic lattice is 1. Since the most balanced element in the balanced level 1 is $\psi_2 = FGa \lor GF(b \lor c)$. Since the path $\pi_2$ allows $\psi_2$, the counterexample test is aborted.

The algorithm now selects $GF(b \lor c)$ for which the counterexample $\pi_3$ to $(S_1)^w$. The balanced level is still the same. Let the most balanced element selected be $\psi_2$. The element $\psi_2$ allows the path $\pi_3$ aborting the counterexample test. The next top-most element in the dynamic lattice is $\psi_2$ and is the solution. Observe that the number of model checking calls against $M$ are reduced from six to four with the counterexample test.

**BINARY-LATTICE-SEARCH:** Initially, level 1 and level 2 in the lattice are balanced. The algorithm selects, say, the level 2. Assume further that the algorithm chooses the formula $FGa$ as the balanced element. Since $M \notmodels FGa$, the upward closure of $FGa$ is marked disturbing the balance the lattice. The most balanced level is shifted to level 1 in the lattice towards the solution.

The most balanced elements in this level are $\psi_1 = FGa \lor Xb$ and $\psi_2 = FGa \lor GF(b \lor c)$. Let the algorithm select $\psi_2$. Since $M \models \psi_2$, the algorithm now operates on the $UC(\psi_2)$. The algorithm selects $FGa \lor GF(b \lor c)$, which fails in $M$. The lattice has only one unmarked element left, which is $FGa \lor GF(b \lor c)$. This formula is also the solution. The binary search requires three calls to the model checker in total.

Since $M \notmodels FGa$, the counterexample to it can be exploited. Let the counterexample $\pi_3$ to $(S_1S_4)^w$. The current balanced level in the dynamic lattice is 1. Assume that the algorithm selects the element $\psi_2 = FGa \lor Xb$. The element $\psi_2$ does not allow $\pi_3$. The algorithm marks $UC(\psi_2)$. Fig. 3 illustrates the state of the dynamic lattice. The balanced level continues to be 1. The algorithm selects $\psi_3 = FGa \lor GF(b \lor c)$ as a most balanced element. The element $\psi_3$ allows the counterexample $\pi_3$ aborting the counterexample test. The new dynamic lattice, $\psi_3$ is still a most balanced element. Since $M \models \psi_3$, the algorithm operates on $UC(\psi_3)$. Fig. 4 illustrates the state of the lattice. Let the balanced element selected be $GF(g \lor c)$. This element is not satisfied by $M$. Thus, the new dynamic lattice contains only one unmarked element which is the solution.

**Complexity Analysis:** The number of model checking runs against $M$ dominates the cost of our algorithms. This number is maximal, for both search techniques, when the property is not vacuous and no counterexample test eliminates any lattice element. In this case, for the exhaustive search, the number of runs against $M$ is about equal to the size of the lattice. For the binary search, this number is about equal to $\sum_{i=1}^{\log n} \left( \binom{n}{i/2} \right)$, which can be bounded from above by $\log n \cdot \binom{n}{n/2}$. This number is only a small factor larger than the width of the lattice.

The best case for the exhaustive search technique occurs when the top-most formula in the lattice is satisfied by $M$, requiring only one model checking run. For the binary search algorithm, the best case occurs when none of the elements to be verified against $M$ fail. The algorithm is recursively called on ever smaller sublattices with the height halved in each iteration. The algorithm performs about $\log n$ model checking runs against $M$. 
Tables II and III illustrate the effect of counterexample checks on the exhaustive and binary lattice search techniques.\(^2\) Both tables are sorted by the latch count of the designs, which is a rough indicator of the hardness of the benchmarks. In both tables, \#LTL is the number of lattice elements checked against the complete design, i.e., calls to the LTL Model Checker, LTL is the time taken for these calls, and Total is the total time. The time spent on the lattice operations such as finding the middle of the lattice or finding the top of the lattice is denoted by LAT. The number of times of the counterexample test was performed is given in column \#CE. In the same column, the number of counterexample tests that were successful, i.e., resulted in eliminating a lattice element, are listed as %SUC. The column CE lists the time spent on the counterexample checks.

Both tables indicate that the number of successful counterexample tests is considerably high. For the exhaustive and binary search technique, 62% and 81% of the counterexample tests, respectively, were successful. This causes a reduction in the number of LTL Model Checking runs, resulting in a performance improvement. Note, however, that combining the counterexample test with the exhaustive and binary search methods sometimes degrades their performance. As stated above, generating the counterexamples comes at a cost. In the s1296 benchmark, the time spent by VIS in generating an error trace dominates the run time. For both techniques, 55–60% of the LTL model checking time was spent on generating the counterexamples. This time is intrinsic to VIS and, hence, cannot be completely avoided. In our implementation, the counterexample generated is read by VIS each time a lattice element is checked against it. In the Lock benchmark, nearly 80% of the counterexample checking time is wasted in reading the counterexamples back into VIS. The results obtained can be further improved by implementing the presented techniques inside a model checker. The performance degradation in the Eisenberg benchmark is the combined result of the reasons mentioned above.

In our benchmarks, we observe that a maximal strengthening is also a maximum strengthening. We conclude from the tables that the binary lattice search reduces the number of Model Checking runs nearly by one order of magnitude. As a result, the binary search technique is consistently faster than the exhaustive one. However, in the Lock benchmark, we observe that the time improvement is not proportional to the reduction in the number of Model Checking runs. This is because the binary method selects formulae that are harder than the ones selected by the exhaustive method. Nevertheless,

\(^2\)The CPU times were measured on an 3 GHz Intel Xeon with 16 GB of RAM running Linux. We use the optimized BDD variable orderings that ship with the benchmarks.
VI. CONCLUSION

Vacuity indicates the inadequacy of a specification, or points to a design bug, and therefore needs to be addressed by the user. We provide an algorithmic way to expose the vacuity to the user in the form of a strengthened and shortened formula. In order to achieve an efficient solution, we make two contributions: 1) we define a lattice of candidate formulae and devise a binary search strategy on this lattice, and 2) we make use of refutations for failed model checking runs in order to reduce the search space. Our experimental results show that on hard benchmarks with long properties, both techniques perform best when combined.
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