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ABSTRACT

We present a test scheduling methodology for core-based
system-on-chips that can avoid hot spots and allows tradeoff
between physical power dissipation and overall test time. A
mixed integer linear programming formulation is presented to
globally perform the power-time tradeoff, satisfy constraints,
and produce the SoC test schedule.

I. INTRODUCTION

Using pre-designed cores to implement a system-on-chip can
significantly shorten the design turnaround time and time-to-
market. However, this advantage brings with itself many chal-
lenges for SoC testing. One of them is to find the test schedule
with reasonable time under proper power constraints. The work
in [1] presents a heuristic, based on the compatibility graph, to
limit the power dissipation during test. In [2], an algorithm for
power-constrained scheduling problem is presented. A method
for determining preemptive and power-constrained schedules is
discussed in [3]. Power profile and algorithms to reduce test
time under power constraints are discussed in [4]. In [5] and [6],
mixed integer linear programming (MILP) scheduling methods
are presented to do power-time tradeoff for core-based systems
without considering power distribution over physical areas.

The main contribution of our work is a test scheduling
methodology for core-based SoCs that allows the user to avoid
hot spots and perform power-time tradeoff. A mixed integer lin-
ear programming (MILP) formulation takes information about
power distribution profile of non-embedded cores. This in-
cludes power profile over time as test patterns are applied and
over area units, called grids (i.e. power distribution across
physical area of layout). This method considers the total peak
power consumption of the grids of the cores inside the selected
areas areas and time/sequencing requirements as constraints.

II. POWER PROFILING OF NON-EMBEDDED CORES

A. Power Profiling over Time

We propose to approximate power analysis by putting some
breakpoints in applying the patterns. These breakpoints effec-
tively partition a test pattern set to some subsets and the formu-
lation can look for the best timing to apply each. For Core j,
inserting m � 1 breakpoints partitions the set of n patterns to
m subsets, e.g. S j � 1 ��������� S j � k ��������� S j �m, such that ∑m

k 	 1 
 S j � k 
�� n.
Without loss of generality, we assume that these breakpoints
are drawn in such a way to create subsets with equal number of
patterns, i.e. 
 S j � k 

��
 S 
�� cte � k. When the breakpoints are
chosed, analytical methods or CAD tools can be employed to
find various power values (e.g. peak, average or instantaneous)
that eventually form the power profile of cores over time.

When multiple cores exist in the system, still one number,
e.g. greatest common divisor, will be chosen for 
 S 
 . The basic
test scheduling time step (time unit) will be equivalent to time

needed to apply 
 S 
 test patterns. In this paper we refer to the
time unit as pattern set time step. If the speeds of cores during
test are different, we still use one parameter 
 S 
 but it corre-
sponds to different number of test patterns for different cores.
B. Power Profiling over Grids

In our work a grid is a physical or structural partition of a
core for which power consumption can be measured. Such mea-
surement can be done in two ways:

1) After the physical layout of a core is done, the layout
can be partitioned into several small pieces by the user.
Each piece forms a grid. The power distribution over the
physical layout of the whole chip can be obtained with
respect to a specific pattern set of a core. Some physical
adjacent grids which may even belong to different cores
can be grouped into an area. A user can define areas to
avoid hot spots in selected regions.

2) A core can be partitioned into several sub-circuits. Each
sub-circuit forms a grid. The power distribution of a sub-
circuit can be obtained with respect to a test pattern set.
With SoC floor plan information, some sub-circuits of
different cores may be very close to save the chip space
and cost. Similar to the previous case, those sub-circuits,
or grids, can form an area for which formation of hot spot
should be avoided.

In this paper, we use the first measurement of grid power. Note
carefully that uniformity of grids is not a requirement in our
method as long as power consumption of grids provided by the
user corresponds to the same power density for user-defined hot
spot areas.

III. THE MILP FORMULATION

A. Constants������������������ �����������������

Wt Optimization weight for total test scheduling time
Wp Optimization weight for total power consumption
NCORE Total number of cores
NAREA Total number of areas
NSET

j Total number of test pattern subsets for Core j
NGRID

j Total number of grids in Core j
PAREA

i Peak power allowed for Area i
Pj � h � k Peak power dissipation at Grid h of Core j

when tested with subset Sk

Ai � j � h Binary constant showing if Area i includes
Grid h of Core j

We also define T MAX as the upper bound for pattern set time
steps (or time step) required for scheduling. Assuming one time
step needed per test pattern set, the sum of the length of the
pattern sets of such cores is the upper bound T MAX :

T MAX � NCORE

∑
j � 1

R j � NSET
j where R j

��� 1 if ∑NAREA

i � 1 ∑
NGRID

j
h � 1 Ai � j � h � 0

0 otherwise
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B. Variables

total time represents overall test scheduling time.
pAREA

i denotes the total peak power consumption of the area
i at any pattern set time step.

We need an additional set of variables as defined below:

t j � k � l �
�� � 1 if Core j is scheduled to receive its test data

subset Sk at time step l
0 otherwise

For the purpose of simplicity in writing the equations and

constraints, we define c j � l variables: c j � l � ∑
NSET

j
k 	 1 t j � k � l.

For each Area i and each time step l, total power of the grids
inside that area i is wi � l and we have wi � l � pAREA

i .

C. Complete MILP Formulation

We use five indices (h, i, j, k and l) to define the variables.
Their ranges are: 1 � i � NAREA, 1 � j � NCORE , 1 � k � NSET

j

and 1 � h � NGRID
j for Core j, and 1 � l � T MAX . The complete

formulation will be as follows:

Minimize � Wt � total time ����� Wp � ∑NAREA

i � 1 pAREA
i �

subject to:

(1) t j � k � l � 1 � j 	 k 	 l
(2) c j � l � 1 � j 	 l
(3) total time � T MAX

(4) c j � l � ∑
NSET

j
k � 1 t j � k � l � j 	 l

(5) l � c j � l � total time � j 	 l
(6) ∑T MAX

l � 1 c j � l � NSET
j � j

(7) pArea
i � PArea

i � i

(8) ∑NCORE

j � 1 ∑
NGRID

j
h � 1 ∑

NSET
j

k � 1 Ai � j � h � Pj � h � k � t j � k � l � wi � l � i 	 l
(9) wi � l � pArea

i � i 	 l
(10) ∑T MAX

l � 1 t j � k � l � 1 � j 	 k
(11) ∑T MAX

l � 1 l � t j � k � l 
 ∑T MAX

l � 1 l � t j � k � 1 � l � j 	 k
The objective function is to minimize a linear function of

weighted test time and power consumption. Selecting normal-
ized weights for Wt and Wp imply the importance of these fac-
tors in the optimization process from the user point of view.
Constraints 1 through 10 form a complete (mandatory for con-
vergence) set for peak power and scheduling time control. Con-
straint 11 controls the order of patterns within the pattern set for
sequential circuits.

If T MAX is large we can tradeoff accuracy with faster MILP
search time by considering larger size of test pattern subsets.
The number of constraints is bound to O �
� NAREA � NCORE �
T MAX � � T MAX � . Such complexity makes this formulation of a
manageable size such that almost any MILP software package
can solve it.

IV. EXPERIMENTAL RESULTS

We used the ILOG CPLEX package from ILOG S. A., Inc.
[8] to solve our MILP formulation. To challenge a large exam-
ple, we selected the Intel 8051 microcontroller. Excluding the

TABLE I
POWER-TIME TRADEOFF WHEN NGRID

j
� 8 (1 � j � 6) AND NAREA � 4.

Weights Peak[Average] Power Time
� Wt 	 Wp � pAREA

1 � p1 � pAREA
2 � p2 � pAREA

3 � p3 � pAREA
4 � p4 � Step

(1,0) 44.4[33.8] 42.4[34.4] 42.6[33.7] 46.0[35.0] 3
(0.98,0.02) 42.6[33.8] 39.9[34.0] 44.1[33.5] 43.7[35.0] 3
(0.97,0.03) 31.5[26.1] 31.4[25.8] 33.5[25.3] 32.6[26.3] 4
(0.9,0.1) 26.8[20.3] 24.9[20.6] 23.7[19.2] 25.8[21.0] 5
(0.5,0.5) 22.2[16.9] 21.9[17.2] 23.7[14.3] 24.5[17.5] 6
(0.1,0.9) 22.2[20.3] 21.9[17.2] 23.7[16.9] 24.5[17.5] 6

(0,1) 22.2[14.5] 21.9[14.7] 23.7[9.2] 24.5[8.8] 12

oscillator circuitry and RAM in test mode, the six cores in 8051
microcontroller have overall 20 input ports. To be able to show
the power-time tradeoff in our MILP formulation we assume
no bottleneck exists on the core access mechanism and we can
access multiple cores at the same time.

The cores of 8051 system are described in VHDL. Synthe-
sis, test patterns generation power simulation, and profiling are
performed using Synopsys design tool set [7] using its generic
library. Then, the MILP formulation has been applied to do
the power-time tradeoff. We assumed each core has 8 grids
and 4 areas are selected. The peak power of Area i is de-
fined as max

�
wi � l ��� 1 � l � T MAX � . The average power of

Area i will be: ∑T MAX

l 	 1 wi � l � � er � bs
� 1 � , where er and bs are

er � max
�
e j ��� � Core j � Area i � and bs � min

�
b j ��� � Core j �

Area i � . b j and e j denote time steps in which Core j receives
the first and last test pattern sets, respectively. The results
are tabulated in Table I for different � Wt � Wp

� weights. The
total time is in pattern set time step and total power of dif-
ferent areas are in mWatt , respectively. When Wt increases,
the scheduling time shrinks but peak and average area power
increase as the formulation gives higher weight to time reduc-
tion. In general, effective power-time tradeoffs can be done by
providing various time/power limit, choosing different areas of
interest and trying different weights.
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