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Abstract
On-chip communication is becoming a bottleneck for high perfor-

mance designs. Conventional interconnect design methodology does
not account for architectures and/or communication schemes that re-
quire storage buffers (First-In-First-Out queues or FIFOs) in the in-
terconnect channel. For example, FIFOs and flow-control are needed
for Network-on-Chip, high performance ASICs and multiple clock do-
main designs. These IC implementation architectures require an effi-
cient methodology to determine the size of the FIFOs in the channel
since the FIFO sizes affect system performance. In this work we de-
vised a methodology to size the FIFOs in an interconnect channel
containing one or more FIFOs connected in series. We show that the
sizing of the FIFOs in the channel is a function of system parameters
such as data production rate and consumption rate, data burstiness,
number of channel stages etc. and we also quantify their effect on
performance. For a single clock design, we have developed an effi-
cient algorithm which reduces the search space for the optimal sizing
of the FIFOs in the channel.

1 Introduction

Modern large-scale chip design is faced with a number of profound
problems caused by the scale and complexity of the designs. First,
the required on-chip communication bandwidth is growing beyond
that provided by standard on-chip busses. Second, the interconnect
delay across the chip, even when appropriately buffered, exceeds the
average clock period of the IP blocks. The ratio of global interconnect
delay to average clock period will continue to grow.

In this paper we show that designing an interconnect channel for an
architecture which requires storage buffers (First-In-First-Out queues
or FIFOs) is not a trivial task. Significant research has been done in
the area of optimizing wires for performance, but the challenges are
different when the channel contains FIFOs. In this work we show that
the interconnect channel design is a function of various system param-
eters. Among these parameters are the stalling behavior of the syn-
chronous blocks, the data burstiness, amount of buffering etc. These
system parameters need to be taken into account for an efficient chan-
nel design.

Network-on-Chip (NoC) has been proposed as a solution to the
scalability problems of a bus-based system-on-chip designs [3, 9].
Briefly, NoCs can provide scalable interconnect bandwidth for a large
number of IP blocks. Networks also provide structured pipelining and
re-buffering of chip-scale interconnects. Networks also require com-
pliance to a network interface, which increases re-usability and veri-

fication of the components. Global interconnects in an NoC require
buffering and flow-control. Flow-control is a protocol to manage the
data-flow in an interconnect which requires FIFOs. Sets of signals
(like full and empty) are used to enable flow-control. To our knowl-
edge, there has been no prior work in developing a design methodol-
ogy for global interconnections in an NoC.

Buffering and flow-control are required even for high performance
ASICs if two IP blocks communicate in bursts using transaction-based
latency-insensitive protocols [6]. Although an NoC based system-on-
chip differs from an ASIC in many ways, the challenges in designing
an interconnect channel are very similar for both of them (if there is
a need for buffering and flow-control in the ASIC design). In this
work, we have developed an approach for an efficient channel design
which is applicable to NoC interconnects as well as ASIC intercon-
nects which require buffering and flow-control.

The rest of the paper is organized as follows. Section 2 explains the
terms used in this paper and describes the problem with respect to an
NoC as well as an ASIC perspective. Section 3 formulates the prob-
lem and discusses the theoretical and practical issues involved with
the channel design. Section 4 explains the various system parame-
ters which affect the channel design. Section 5 discusses our design
methodology, experiments and our observations. Section 6 summa-
rizes the work and concludes.

2 Background

Definitions of the terms commonly used in this paper.� FIFO: A FIFO is a First-In-First-Out queue. The FIFO architec-
ture used in this paper is a low-latency FIFO implemented syn-
chronously [7]. Synchronous FIFOs are also referred as elastic-
buffers.� FIFO size: This refers to the maximum number of data ele-
ments a FIFO can store. This is sometimes referred as the ca-
pacity of the FIFO or the storage space available in the FIFO.� Channel: A channel consists of one or more FIFOs connected
in series.� Stage: Each of the FIFOs in an interconnect channel is referred
as a stage. For example, in a channel containing 3 FIFOs, there
will be 3 channel stages.� Atomic FIFO: When there is only one FIFO in the channel be-
tween two synchronous blocks, the FIFO is referred as an atomic
FIFO.� Distributed FIFO: A series connected (or tandem) network of
FIFOs is referred as a distributed FIFO.
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2.1 Network-on-Chip Interconnects

Figure 1 shows a communication link in an NoC. The packets from
the IP block A are sent to the IP block B through the link shown in the
figure. The link goes through multiple routers and multiple FIFOs. FI-
FOs (or queues) are needed to support contention of routing resources.
We have abstracted the connection between block A and block B as
shown in Figure 1. In this work, our goal is to efficiently size each of
the FIFOs in the channel between two synchronous blocks A and B,
given a set of system parameters, such that the channel meets a given
throughput requirement, ignoring traffic and congestion.
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Figure 1. An abstraction of a communication link in an NoC

Some work has been done in the area of optimizing memory in
a network switch fabric [21]. In [21], it was shown that there is a
balance needed between transit queue memory (FIFOs between two
router nodes) and output queue memory (FIFOs between IP block and
router node) for better average performance for the whole chip. [21]
considered traffic and congestion for variable length routes. This pa-
per considers sizing of the FIFOs in a series connected network of
FIFOs to optimize throughput between two fixed points in the net-
work.

The routing technique is assumed to be minimal [14]. All the in-
terconnections are optimized by efficiently sizing the FIFOs in the
channel. If multiple connections share the same channel then the size
of the FIFOs in that channel are chosen such that the throughput re-
quirement of all the connections are satisfied. We will show that the
performance of an interconnect channel is just dependent on the total
size of the FIFOs in the channel and it is independent of how the sizes
are distributed in the transit FIFOs and the output FIFOs. Hence,
a FIFO size re-distribution can make sure that all the point-to-point
connections in an NoC meet the throughput.

2.2 ASIC Interconnects

On chip communication is becoming a key performance bottleneck
for high performance ASIC designs [4, 13, 20]. One solution to this
design issue is to optimize the wires by inserting repeaters [2, 10],
as shown in Figure 2. In [16], it was shown that conventional delay-
driven, wire-by-wire planning paradigm cannot guarantee the relia-
bility or feasibility of synthesized communication links. In [16], the
authors propose a throughput-driven on-chip communication fabric
synthesis methodology for system level interconnects and communi-
cation planning of SoCs.

Even with the repeater insertion, the delay in the wires can ex-
ceed one clock period and multiple clock periods are needed to trans-
fer the data from one synchronous block to another. There has been
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Figure 2. Optimal repeater insertion in wires

some work done to optimally insert latches in the wire to improve the
throughput [8, 12, 17]. This scenario is referred as wire-pipelining
and is shown in Figure 3.

Synchronous
Block 1

Synchronous
Block 2

Synchronous
Block 1

Synchronous
Block 2

Slow Wire

optimal
repeater + latch repeater
insertion

FF FF

Clk freq: f Clk freq: f

Clk freq: fClk freq: f

Figure 3. Optimal latch repeater insertion in wires

A pipelined wire will not be sufficient for a bursty ASIC intercon-
nect. A bursty interconnect is characterized by an intermittent bursts
of data production by the producer or an intermittent bursts of data
consumption by the consumer. We need to have flow-control and
elastic buffers. To avoid extra latency, the latches in a latch repeater
inserted wire can be replaced by FIFOs to enable flow-control and
provide storage, as shown in Figure 4. Also, extra wires (with ap-
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Figure 4. Wire optimization for an ASIC interconnect

propriate buffering) need to be added for the flow-control signals, as
shown in Figure 4.

This paper explores the design shown in Figures 1(b) and 4(b) in
terms of an efficient sizing of the FIFOs in order to meet a throughput
requirement. Although the scenarios shown in Figures 1(b) and 4(b)
are in different context, they have the same design issues.

2.3 Our Contribution

In this paper, we analyze the design of an interconnect channel
containing multiple channel stages. The work applies directly to NoC
global interconnects as well as ASIC interconnects where there is a
need to have FIFOs between IP blocks due to the bursty behavior of
one or more blocks. There are three important research issues in-
volved here:

1. How many stages of FIFOs are needed?

2. How to insert repeaters between the channel stages?

3. How to size each of the FIFOs in the channel?



Questions 1 and 2 have different answers depending on whether we
are looking at NoC interconnects or ASIC interconnects. For an NoC
interconnect, the number of channel stages will be an outcome of the
minimal routing as shown in Figure 1. For an ASIC interconnect, the
number of channel stages will be the same as the number of latch re-
peaters in the channel. Significant research has been done in the area
of optimal repeater and latch repeater insertion for ASIC intercon-
nects [2, 8, 10, 12, 17]. As mentioned earlier, for an ASIC intercon-
nect, we replace the latch repeaters by FIFOs to avoid extra latency in
the channel.

In this work, we have answered Question 3. The size of a FIFO
refers to the number of storage elements in it. In this paper, we mainly
focus on the sizing methodology of the FIFOs in the channel. It will
be shown that the throughput of the interconnect channel is a function
of how each of the FIFOs in the channel is sized. In this work we have
explored the effect of various system design parameters on the sizing
of FIFOs in a series connected network of FIFOs.

3 Problem Formulation

In this work, we look at the FIFO sizing methodology for an inter-
connect channel between two synchronous blocks. The interconnect
channel could be from an NoC (Figure 1) or an ASIC (Figure 4).

Problem statement

Given a specified stalling behavior of the producer and the consumer,
bursty behavior of the data and a number of channel stages, what
are the sizes of each of the FIFOs in the channel connecting two syn-
chronous blocks such that the channel meets the given throughput re-
quirement?

3.1 Assumptions

Our motivation for this work is multiple clock domains. But the
FIFO sizing problem has not been solved even for a single clock sys-
tem. Hence, in this work we considered a single clock synchronous
system. All the blocks in the system (the producer, consumer and in-
termediate FIFOs) run on a single clock. Results from this work will
help us analyze a multiple clock domain system more efficiently. In
this work all the events in the system occur at the positive edge of the
clock making the system discrete-time. Also, in case a FIFO is full,
the data in the previous stage waits until the next FIFO has enough
space to take the data.

3.2 Queueing Network

The FIFO sizing problem can also be formulated as a queueing
network problem. Queue sizing is a very old problem in the area
of queueing network. A queueing network consists of an arbitrary
connection of queues1. Figure 5 shows an example of a queueing
network which is also called a tandem queueing network. A tandem
queueing network is a linear array of queues. In Figure 5, P denotes
the producer and C denotes the consumer.

1 2

CP

3 N

Figure 5. A tandem queueing network

Analyzing a queueing network is trivial if each of the FIFOs has
an infinite size. Jackson’s theorem [11, 15] specifies an easy way

1Queueing discipline in our case is First-In-First-Out (FIFO).

to analyze an arbitrary network of queues; the only condition being
that all the queues have infinite-storage (i.e. each of the queues are
M/M/1/ � queues). In our case, each of the FIFOs in the channel has
a fixed-storage (i.e. M/M/1/K queues). Analyzing a network of fixed-
storage queues is an extremely difficult problem and has no closed
form solution. There exists many computational methods to analyze
network of fixed-storage queues [5, 11, 15, 19].

The queueing theory analysis is further complicated by the concept
of blocking. Blocking is defined as an action taken when one or more
queues in the network are full. In our case, if a FIFO is full, the data
in the previous FIFO will wait until there is a space in the next FIFO.
This is an example of transfer-blocking [1, 18]. Taking blocking into
account makes the analysis of M/M/1/K queue networks even more
complicated and computationally expensive. Further, the queueing
theory approach applies to a continuous-time system. The problem
we are trying to solve is in discrete-time, since all the events occur at
the positive edge of clock. Applying queueing theory to a discrete-
time system is not trivial. Hence, in this work we have developed a
simulation based approach to efficiently size each of the FIFOs in a
series network of FIFOs in the channel.

3.3 Issues in FIFO Sizing

In this work, our FIFO model is similar to what was proposed in
[7]. As mentioned earlier, the size of a FIFO refers to the storage
space available in it. The following factors affect the sizing of the
FIFOs in the channel:� Average data production and consumption rates� Data bursts in the channel� Throughput requirement� Number of stages in the channel

Lemma 1 If there are N stages of FIFO and M storage spaces are
to be distributed among them, then the throughput of the system is
independent of the way the M storage spaces are distributed among N
FIFOs as long as each FIFO has at least 2 storage spaces.
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Figure 6. Effect of FIFO size distribution among stages

At a time t, let us say that there are k data elements in the channel.
Since each of the FIFO element has more than one element, the

�����

element will move ahead every clock cycle (assuming that the con-
sumer accepts data every clock cycle). It will take the same amount
of time for the

� ���
data element to reach the consumer no matter how

the different FIFOs are sized as long as the total storage space is same
and each FIFO at least has a capacity of 2. In other words, the time
taken by an

� ���
data element in the queue to reach the consumer de-

pends only upon the total number of storage elements between the
� ���

element and the consumer and not on the distribution of the storage el-
ements among different stages. This is due to the fact that the channel
is synchronous and the FIFOs are elastic [7]. Figure 6 shows an exam-
ple of a 3 stage channel. For each of the three cases shown, the number



of clock cycles needed for the � element to reach the consumer will
be the same. The reason being that for each of the cases in Figure 6,
the total number of storage spaces between the � element and the con-
sumer is same (7) although the distribution of storage spaces between
the second and third stage is different (3-4 for (a), 4-3 for (b) and 5-2
for (c)).

To understand the channel behavior when any of the FIFOs in the
channel has just one storage space, refer to Figure 7. The total number
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Figure 7. (a) Behavior of the channel with one 1 size FIFO

(b) Behavior of the channel with all FIFO sizes more than 1

of data elements in the channel is same in both Figures 7(a) and 7(b),
but in Figure 7(a), the second stage has a size 1 FIFO, whereas in
Figure 7(b) all the FIFOs are of size 2. It is obvious that it takes
more number of clock cycles in Figure 7(a) compared to Figure 7(b)
to read the same amount of data from the channel (since the buffers
are elastic, the physical location of the entry to be read in the FIFO
does not matter). We can note that even if both the FIFOs are of size
3, the behavior will be similar to that of Figure 7(b). In a nutshell,
a FIFO of size 1 is expensive in terms of throughput because of the
bubble propagation back and forth. Also, the location of a 1 size FIFO
matters in the channel if there is a read-burst or a write-burst. Hence
the lemma does not hold true for a channel where there is at least one
FIFO of size 1.

Lemma 1 assumes that the number of stages (N) is fixed. A total
FIFO size of M can be distributed in many ways among the N FIFOs.
Lemma 1 helps us analyze the throughput of the channel for each of
the distributions.

Lemma 2 If there is only one FIFO in the channel and M storage
spaces are required to meet a certain throughput, then the total stor-
age spaces needed for a distributed FIFO (for the same channel) to
meet the same throughput are M or more.

For a given throughput, an atomic FIFO is the most efficient. The
reason being that both the producer and the consumer have direct ac-
cess to all the elements of the FIFO, hence it leads to less overflow
or underflow. In the case of a distributed FIFO, each of the stages
is smaller and hence the channel performance goes down due to in-
creased blocking. To meet the same performance as of an atomic
FIFO, a distributed FIFO has to have same or more storage spaces.
The need for extra storage spaces will depend on system parameters
like data bursts, producer/consumer data rates etc.

In the next section, we will take an example of an interconnect
channel and we will explore the dependence of FIFO sizing on differ-
ent system parameters mentioned earlier in this section.

4 Analysis

In this work, we designed an interconnect channel using an ASIC
methodology. We specified a maximum-frequency requirement from
the channel. The length of the channel is given by the physical de-
sign information. Given the length of the channel and the maximum-
frequency requirement, we optimized the channel using the method-
ology mentioned in [17]. For the channel design, we need to specify
a power constraint also. Using the methodology mentioned in [17],
we got a channel with 3 stages of latch repeaters. The design flow in
[17] uses a SPICE engine to optimize the channel given a maximum-
frequency requirement and power constraint. We need a power con-
straint to make sure that the interconnect synthesis tool in [17] does
not pipeline the wire more than it is required. We replaced the latch
repeaters in the channel with FIFOs to enable data bursts and flow-
control in the channel as shown in Figure 8. The repeaters between
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Block 1
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Block 2

Clk freq: f Clk freq: f

Figure 8. An example of a 3 stage channel

the stages are not shown in Figure 8 since they do not affect the anal-
ysis as long as their delay is within one clock cycle. Although we
considered a 3 stage channel in this work, we believe that the results
from this work will generalize to an interconnect channel containing
arbitrary number of stages. The FIFOs need to be efficiently sized
to meet the throughput requirement from the channel. The next few
sections explain the various system parameters which have an effect
on the FIFO sizing.

4.1 Production & consumption rates

We need buffering in the channel because the producer or the con-
sumer can stall for an arbitrary number of clock cycles even though
they work at the same clock frequency. The behavior of the queue
will depend upon the relative data production and consumption rates.�

denotes the expected data arrival rate and � denotes the expected
data departure rate. Our definitions of

�
and � are different from the

classical queueing theory definitions.
�

of 0.5 means that at every
positive edge of the clock there is a 50% chance that a new data will
be generated (if there is no blocking). Similar analogy holds for the
consumer as well.

4.2 Data bursts

A producer (consumer) can either write (read) data one data item
at a time or it can generate a burst to write (read) n data items. The
sizes of the FIFO in the channel are a function of the bursty behavior
of the producer and the consumer.

4.3 Throughput requirement

Throughput is defined as the number of data items read per time
unit . We defined throughput as the performance metric for the chan-
nel. For an interconnect channel, the system designer will specify a
throughput requirement. Given a throughput requirement, we first
analyze the FIFO size requirement assuming that there is just one
FIFO (atomic FIFO) in the channel. Combining the atomic FIFO size
needed to meet the throughput with the observations due to Lemma 1
and Lemma 2 helps to prune the search space for the actual channel
with distributed FIFOs.



Figure 9 shows the relation between throughput and size of an
atomic FIFO assuming that

�
is 0.5 and � is 0.5. The throughput

is plotted for different FIFO sizes and as is expected the curve flattens
out beyond a certain FIFO size. The throughput of a channel is depen-
dent on the FIFO sizes, but as the FIFO sizes increase the throughput
saturates. A throughput threshold is chosen which gives the region of
feasible FIFO size in case of an atomic FIFO. In the realistic case (dis-
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Figure 9. Throughput of an atomic FIFO

tributed FIFO) such as what is shown in Figure 8, we try to meet the
same throughput requirement as was for an atomic case. We will also
show that the total FIFO size required for a distributed FIFO is more
than the FIFO size required for an atomic FIFO (for the same through-
put) and the requirement of additional storage spaces is a function of
system parameters described in this section.

5 Experiments and Results

We used a software simulator written in C to explore the sizing of
the FIFOs in the channel. Our simulator is capable of simulating any
number of channel stages as well as it can generate parameterizable
data-bursts with a given probability (for both the producer and the
consumer). The algorithm to size a distributed FIFO channel is as
follows:

1. Given the system parameters, analyze the channel to find out the
atomic FIFO size (M) which meets the throughput requirement.

2. For the distributed FIFO channel, explore the total FIFO size
from M to M+ � ( � will vary with the system parameters).

3. Find out the minimum total FIFO size which meets the through-
put requirement.

Lemma 2 decreases the search space by limiting the search space
from M to M+ � . The value of � will vary with system parameters
and can be tuned for a particular channel. From our experiments, we
found that an approximate value of � for a 3 stage channel is given by:

���
�
�����
	���
�� size of data bursts � (1)

Using Lemma 1, we can distribute the total FIFO size in any man-
ner between the FIFOs in the channel, as long as each of the FIFOs
has at least 2 storage spaces. Lemma 1 further reduces the search
space which can otherwise become huge.

We have done experiments with two distinct sets of system. One
is a system where

�
and � are balanced, and for the other system the�

and � values are skewed with respect to each other. The results are
distinctly different for both the systems.

5.1 Balanced � and �

For this example, we chose
�

as 0.5 and � as 0.5. Our base line
case is given by the curve shown in Figure 9. The atomic FIFO size
needed to meet the throughput was 9. The data bursts size was limited
to 1 and � was chosen to be 5 using Equation 1 (M = 9 and size of
data bursts = 1). Since we chose � as 5, the FIFO size exploration
(as mentioned in the algorithm earlier) for the distributed case will be
from 9 to 14. Figure 10 compares the throughput of an atomic FIFO of
size 9 versus a distributed FIFO with varying total sizes. The optimal
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solution in this case is 10.7 but the smallest feasible total FIFO size
is 11. To meet the throughput of an atomic FIFO of size 9, the total
size of the distributed FIFO has to be 11 for this example. This is in
accordance with Lemma 2.

We characterized the same system (
�

=0.5, � =0.5) with varying size
of data bursts. The results are shown in Figure 11. For each size
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Figure 11. Optimal total size for distributed FIFO wrt size of
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of data bursts (1, 4, 8), the atomic FIFO size was 9 and we found
out the optimal total size needed for a distributed FIFO to meet the
performance for each case. It is interesting to note that the optimal
size needed for the distributed FIFO goes up linearly with the size
of data bursts. The value of � also goes up as the data bursts size



increases. This is in accordance with the Equation 1. As the size
of data bursts increases, the total FIFO size for the channel needs to
be increased to maintain the same throughput. The reason being that
blocking (Section 3.2) increases with increasing data bursts size and
hence the FIFO sizes need to be increased to compensate for the loss
of throughput due to blocking.

5.2 Skewed
�

and �

We also considered systems where the production rate and the con-
sumption rate are not balanced. The configurations shown in Table 1
were considered. When the production rate and the consumption rate

Experiment
�

� Data burst size
1 1 0.2 1
2 0.2 1 1
3 1 0.2 8
4 0.2 1 8

Table 1. Experiments with skewed � ’s and � ’s

are skewed, the optimal total size for a distributed FIFO is same as
that of an atomic FIFO. For example, the throughput of a distributed
FIFO with a total size of 9 is same as that of an atomic FIFO of size 9.
This behavior is independent of the size of data bursts. The reason for
this is that when the

�
’s and � ’s are so skewed, the sizes of the FIFOs

in the channel does not matter that much. All that is needed for such
a channel is flow-control with minimal storage space.

6 Conclusions and Future Work

In this paper we devised a methodology to size the FIFOs in an
interconnect channel containing series connected network of FIFOs.
This problem is applicable to Network-on-Chip interconnects as well
as high performance ASIC interconnects. The FIFO sizing is a func-
tion of various system parameters. We developed an algorithm to effi-
ciently size the FIFOs in the channel. These are the conclusions from
this work:

� A FIFO size of 1 is inherently bad for throughput because of the
delay involved in the bubble propagation back and forth.

� If each of the FIFOs in a distributed FIFO channel has size more
than 1, it does not matter how one distributes the total FIFO size
among different FIFOs in the channel.

� For the same channel, the total FIFO size required for a dis-
tributed FIFO is equal to or more than the size required for an
atomic FIFO to have the same throughput.

� When the values of
�

and � are similar, the overhead (in terms
of extra storage spaces) for the distributed FIFO case increases
with the size of data bursts. The value of � also need to be
increased with increasing size of data bursts.

� When the values of
�

and � are skewed, there is no overhead
(in terms of extra storage spaces) for the distributed FIFO when
compared to the atomic FIFO (for the same throughput).

Using the observations mentioned above, our FIFO sizing algorithm
efficiently sizes the FIFOs in the channel to meet the throughput re-
quirement. Lemma 1 and Lemma 2 help reduce the search space for
optimal sizing.

In this work, all the blocks work on a single clock. For a frequency
islands based design, the trade-offs in the distributed FIFO sizing are
going to be different. In our future work, we plan to extend this work

to a multiple clock system where the producer and the consumer oper-
ate at different clocks. Few of the issues which need to be considered
for frequency islands based designs are: choice of intermediate clocks
in the channel and the distribution of total FIFO sizes between each
of the FIFOs in the channel. Since each of the FIFOs could be oper-
ating at different clocks, the sizing of the FIFOs in the channel will
be of key importance from performance and power standpoint. Fur-
ther, we are also looking at designing asynchronous pipelines for an
asynchronous system and specifically we are looking at asynchronous
FIFO sizing issues. Our future work will address these issues.
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